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FOREWORD

The Cementitious Barriers Partnership (CBP) Project is a multi-disciplinary, multi-institutional collaboration supported by the United States Department of Energy (US DOE) Office of Waste Processing. The objective of the CBP project is to develop a set of tools to improve understanding and prediction of the long-term structural, hydraulic, and chemical performance of cementitious barriers used in nuclear applications.

A multi-disciplinary partnership of federal, academic, private sector, and international expertise has been formed to accomplish the project objective. In addition to the US DOE, the CBP partners are the United States Nuclear Regulatory Commission (NRC), the National Institute of Standards and Technology (NIST), the Savannah River National Laboratory (SRNL), Vanderbilt University (VU) / Consortium for Risk Evaluation with Stakeholder Participation (CRESP), Energy Research Center of the Netherlands (ECN), and SIMCO Technologies, Inc.

The periods of cementitious performance being evaluated are >100 years for operating facilities and > 1000 years for waste management. The set of simulation tools and data developed under this project will be used to evaluate and predict the behavior of cementitious barriers used in near-surface engineered waste disposal systems, e.g., waste forms, containment structures, entombments, and environmental remediation, including decontamination and decommissioning (D&D) activities. The simulation tools also will support analysis of structural concrete components of nuclear facilities (spent-fuel pools, dry spent-fuel storage units, and recycling facilities such as fuel fabrication, separations processes). Simulation parameters will be obtained from prior literature and will be experimentally measured under this project, as necessary, to demonstrate application of the simulation tools for three prototype applications (waste form in concrete vault, high-level waste tank grouting, and spent-fuel pool). Test methods and data needs to support use of the simulation tools for future applications will be defined.

The CBP project is a five-year effort focused on reducing the uncertainties of current methodologies for assessing cementitious barrier performance and increasing the consistency and transparency of the assessment process. The results of this project will enable improved risk-informed, performance-based decision-making and support several of the strategic initiatives in the DOE Office of Environmental Management Engineering & Technology Roadmap. Those strategic initiatives include 1) enhanced tank closure processes; 2) enhanced stabilization technologies; 3) advanced predictive capabilities; 4) enhanced remediation methods; 5) adapted technologies for site-specific and complex-wide D&D applications; 6) improved SNF storage, stabilization and disposal preparation; 7) enhanced storage, monitoring and stabilization systems; and 8) enhanced long-term performance evaluation and monitoring.

Christine A. Langton, PhD.
Savannah River National Laboratory

David S. Kosson, PhD.
Vanderbilt University/CRESP
Review of Mechanistic Understanding and Modeling and Uncertainty Analysis Methods for Predicting Cementitious Barrier Performance
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1.0 INTRODUCTION

Cementitious barriers for nuclear applications are one of the primary controls for preventing or limiting radionuclide release into the environment. At the present time, performance and risk assessments do not fully incorporate the effectiveness of engineered barriers because the processes that influence performance are coupled and complicated.

Better understanding the behavior of cementitious barriers is necessary to evaluate and improve the design of materials and structures used for radioactive waste containment, life extension of current nuclear facilities, and design of future nuclear facilities, including those needed for nuclear fuel storage and processing, nuclear power production and waste management. The focus of the Cementitious Barriers Partnership (CBP) literature review is to document the current level of knowledge with respect to 1) mechanisms and processes that directly influence the performance of cementitious materials 2) methodologies for modeling the performance of these mechanisms and processes and 3) approaches to addressing and quantifying uncertainties associated with performance predictions. This will serve as an important reference document for the professional community responsible for the design and performance assessment of cementitious materials in nuclear applications. This review also provides a multi-disciplinary foundation for identification, research, development and demonstration of improvements in conceptual understanding, measurements and performance modeling that would be lead to significant reductions in the uncertainties and improved confidence in the estimating the long-term performance of cementitious materials in nuclear applications.

This report identifies; 1) technology gaps that may be filled by the CBP project and also 2) information and computational methods that are in currently being applied in related fields but have not yet been incorporated into performance assessments of cementitious barriers.

The various chapters contain both a description of the mechanism or and a discussion of the current approaches to modeling the phenomena. The topics reviewed include:

*Early Age Cracking:* The definition of “early age” is somewhat arbitrary and controversial but for this review, it was considered as the time from concrete placement until an age of 7 days under ordinary field curing temperatures. For long term performance to be acceptable and predictable, early age cracking should be avoided. The inherent properties of cement based materials that contribute to early age cracking, exothermic reactions and thermal gradients and autogenous and drying shrinkage are reviewed along with strategies for mitigating early damage.
Mineralogical and Microstructural Evolution:
Predicting the chemical, mineralogical and microstructural changes that occur in cementitious systems either due to hydration or interactions with the environment (chemical and/or physical degradation) is an important component of performance assessments. The mineralogy and microstructural properties of cementitious barriers determine the chemical stability of the solid phases and dissolved species and the overall hydraulic flow transport through the material.

Mineralogical and microstructural changes due to hydration or degradation are part of a continuous spectrum and are controlled by transport of ionic species in the aqueous pore solution and chemical reactions between ionic species in the pore solution and the insoluble mineral phases. Modeling the evolution of the cementitious fraction of a concrete or other composite material consists of treating the material as a porous composite in equilibrium with aqueous pore solution within the paste (matrix) fraction of the cement composite.

The relevant chemical reactions can be used in a thermodynamic model to calculate the compositions of solid phases in equilibrium with the pore solution. The pore solution composition can change as the result of continued hydration or through the interaction with the environment. Equilibrium calculations yield the quantity of mineral phases that must either dissolve or precipitate to maintain an equilibrium condition. Changes in the mineral assemblage or amounts of the phases result in changes in the porosity and transport properties of the material. This approach can be used to evaluate the effects of multiple degradation mechanisms occurring simultaneously provided thermodynamic data for the relevant phases and chemical reactions are available.

Thermodynamic and Adsorption Databases:
Thermodynamic databases are used to predict equilibrium phase assemblages in cementitious materials. The solid phase assemblage in the cementitious (paste) fraction of cementitious barrier materials is for the most part responsible for the mechanical, hydraulic transport, and chemical properties of these materials. Advantages of currently used thermodynamic data bases are reviewed and references for adsorption databases are provided.

Chemical Degradation: Chemical degradation is typically the result of alteration of the cement matrix mineralogy caused by leaching of, exposure to, and/or chemical reactions with ionic species in the environment. When the equilibrium between the pore solution of the cementitious materials and the solid matrix (paste) phases is disrupted, dissolution and / or precipitation of solid phases in the original material are disrupted.

The consequences of exposure of cementitious materials to several environmental chemicals including: sulfate, carbonate, and chloride, exposure and calcium and hydroxide leaching are described. Since these chemicals are transported via diffusion through the cementitious material pore water, moisture transport was also reviewed. In addition, historic and current approaches to modeling ionic and moisture transport are presented.

Moisture Transport: Water acts as both a reaction medium and as a transport pathway in porous (and also fractured) materials such as concrete and cementitious waste forms. A summary of the role moisture (liquid water and / or vapor migration through a porous or fractured medium) plays in determining how cementitious materials respond to exposure conditions and how contaminants are released into the external environment is provided.

Both gas and liquid phase moisture transport are discussed, but the emphasis is on liquid water migration. Liquid water and / or water vapor transport are driven by pressure (including capillary processes) and gravitational head gradients for
typical fractured cementitious materials and also by diffusion gradients for micro-porous materials under environmental conditions. Saturated and unsaturated conditions are important for predicting performance since the unsaturated condition retards moisture and dissolved ionic species diffusion but enhances vapor phase diffusion. Hydraulic properties of saturated and unsaturated cementitious materials which are required as input parameters for performance modeling are also reviewed.

**Physical and Chemical Aspects of Leaching:**
A summary of the latest developments in understanding and predicting leaching of chemicals, with emphasis on environmental contaminants associated with radioactive waste, from cementitious barrier materials (concretes and waste forms) is provided. Retention of chemical species by the cementitious matrix material is physically controlled by hydraulic and diffusion properties and chemically controlled by precipitation/dissolution processes, sorption processes, and/or incorporation into solid solutions. Because cementitious barriers are often in contact with soil, the effect of the cementitious barrier leachates on the near field environmental media (including clays and iron and other metal hydroxides) or engineered media is also addressed. Equilibrium and kinetic based leach tests are described along with the pH dependence of leaching results for a whole suite of elements.

**Mechanical Damage:** Two approaches for predicting the formation of cracks in cementitious materials are reviewed along with the origin, detection, and prevention of cracks. The first approach is a continuum damage mechanics method based on a damage parameter that indicates the level of damage in a material. The second approach is based on fracture mechanics, i.e., the geometry and localization of cracks is predicted instead of relying on a “smeared” damage parameter. Description of models developed for specific damage phenomena are provided for several types of degradation including: rebar corrosion, alkali-silica reaction, sulfate attack, freeze-thaw, and wet-dry cycling. The literature over the past 40 years pertaining to mechanical damage model development is provided.

**Coupling Physical, Structural and Chemical Mechanisms:** Approaches used to model coupling between different degradation mechanisms affecting concrete structures are reviewed. Two main categories of models were identified: reactive transport modeling and thermo-hydro-mechanical models.

Reactive transport models are concerned with the transport of chemical species in porous materials and the multiple interactions they can have with the solid matrix. Theses models couple transport equations with complex chemical models but ignore the mechanical aspects of deleterious chemical reactions such as crack formation.

Thermo-Hydro-Mechanical (THM) models couple fluid transport with thermal and mechanical equations and can be used to simulate crack formation caused by drying shrinkage or heat release during cement hydration. The classic THM models do not incorporate the transport of species in the fluid phases and the chemical exchange with the solid minerals. Reactive transport models incorporating mechanical considerations or THM models dealing with detailed transport and chemistry are nearly non-existent. Given the time scales involved in nuclear waste storage assessment, combining these frameworks could provide a global durability assessment for structures.
Integrating Programs and Code Structures for DOE Environmental Assessments: An overview of general approaches for code integration plus descriptions of the nature of model coupling, computing environments, and programming languages is provided. Examples of integrated modeling approaches and platforms used in the DOE complex for performance and risk assessments are described. These examples range from including all functionality in a single code to developing custom interface “middle ware” for information exchange between stand alone codes. Two examples of performance assessment models that integrate Monte Carlo simulations to address uncertainty are also described.

Uncertainty Analysis Methods: The benefit of uncertainty quantification for DOE waste disposal performance assessments is in facilitating engineering decisions, such as, comparing different design and analysis options and allocating resources for uncertainty reduction through further data collection and/or model refinement.

Uncertainty quantification involves consideration of three sources of uncertainty: physical variability, data uncertainty, and model error (arising from conceptual model and computational solution approximations), are described. Methods to quantify the uncertainty in model-based predictions due to each of these sources are addressed for four stages of an analysis: 1) quantification of input uncertainty, including conceptual model and parameter uncertainty, 2) propagation of input uncertainty through the model, 3) model error quantification via verification and validation activities, and 4) probabilistic performance assessment. Applicability of flexible distribution families to handle sparse data and interval data, autoregressive models to handle time dependence, and methods to quantify model errors resulting form both model form selection and solution approximations are discussed. Bayesian methods for model calibration, validation, and extrapolation are also reviewed.

Uncertainty quantification multiplies the computational effort of deterministic analysis typically by an order of magnitude. Therefore the use of surrogate models and first order or higher order approximations of overall output uncertainty are also described to reduce the computational expense.
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MINERALOGICAL AND MICROSTRUCTURAL EVOLUTION IN HYDRATING CEMENTITIOUS SYSTEMS
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ABSTRACT

The mineralogical and microstructural changes that occur in cementitious systems during hydration are summarized. These changes depend, in large part, on the proportions of the cementitious binders (e.g., portland cement, fly ash, silica fume, and slag). Moreover, these changes are discussed in the context of hydration under sealed (no chemical exchange with the environment) and isothermal conditions. Under these conditions, the hydration reactions, and commensurate mineralogical and microstructural changes, continue over the time scale of months or years. The few very slow reactions are discussed in the context of thermodynamic modeling.

The mineralogical and microstructural stability at very long time scales (e.g., centuries, millennia) is relevant to performance assessment for nuclear applications. The very long-term stability of the hydrated phases is discussed in the context of natural and ancient analogs.

Microstructural changes due to degradation are discussed in the general context of physico-chemical service life computer modeling; the mineralogical changes due to degradation are discussed in the chapter on chemical degradation. Because there are no analytical expressions for the microstructural changes that occur during degradation (besides changes in the porosity), computer models must be used that are applied to all chemical degradation mechanisms simultaneously. As a result, the microstructural changes are discussed in the broad context of modeling, without reference to specific degradation mechanisms.

For relevance to nuclear applications, various cementitious systems are considered. These include systems having a broad range of proportions of cement, fly ash, slag, and silica fume. Moreover, the possible effects of waste stabilization, through incorporation into the mix water, are discussed.

1.0 INTRODUCTION

Cementitious barriers for nuclear applications must satisfy both mechanical and chemical performance criteria. A comprehensive performance assessment tool, as is being developed in the Cementitious Barriers Partnership (CBP) project, must be able to assess both types of performance. To do this, the tool must be able to quantify the chemical and physical properties of the mineralogy and the microstructure of the composite system (binder and aggregate). Moreover, the assessment tool must be able to predict changes in the mineralogy and the microstructure due to either continued hydration of the cementitious components, or due to the chemical reactions that are part of any number of degradation mechanisms.
Anticipating the mineralogical and microstructural changes that occur in cementitious systems, either due to hydration or due to degradation, is an important component of accurate performance prediction and assessment. The mineralogical makeup and microstructural transport properties determine the chemical stability of the solid, (in some cases) the mobility of species, and the overall hydraulic flow through the system. Predicting these changes is relevant to the CBP technical challenges because a cementitious system is always hydrating, and (almost always) interacting with its environment. Moreover, in practical applications, hydration and degradation are occurring at the same time.

Predicting the mineralogical and microstructural changes during hydration alone is a difficult challenge. There is a wide range of possible blended cementitious mixtures that may be used in the nuclear infrastructure, and the specific physical/chemical properties of supplementary materials that influence hydration are not completely understood. The different components of a nuclear facility may require a range of mechanical, chemical, and physical properties. The optimal mixture for each element may require two or three cementitious materials.

Fortunately, hydration and degradation are both controlled by transport of ionic species in the aqueous pore solution and chemical reactions between ionic species in the pore solution and the soluble mineral phases present. In effect, hydration and degradation involve the same chemical and physical mechanisms; only the specifics differ. In effect, the mineralogical and microstructural changes due to hydration or degradation are part of a continuous spectrum.

Long-time modeling of cementitious systems consists of treating the material as a porous composite in equilibrium with the aqueous pore solution within the paste fraction of the cementitious composite. Upon enumerating all the relevant chemical reactions, a thermodynamic model can be used to calculate the mineral phase composition that is in equilibrium with the pore solution. These changes in the pore solution can occur through continued hydration (dissolution of the starting cementitious starting materials) or through interaction with the material’s environment. The equilibrium calculation yields the quantity of mineral phases that must either dissolve or precipitate, thereby changing the porosity and the transport properties, which can be re-calculated by a 3-D microstructure model. By treating all degradation mechanisms in the same manner, multiple degradation mechanisms can be occurring simultaneously.

A key element to this approach is sufficient and accurate thermodynamic data for all the relevant chemical reactions (hydration and degradation). Data exist for nearly all the relevant reactions for portland cement, fly ash, ground granulated blast furnace slag, and silica fume. For some mineral phases, however, more accurate data are needed for the solubility and the temperature dependence, which may be an important issue for waste immobilization.

Another key element to the thermodynamic approach to mineralogical evolution is that kinetics are independent of thermodynamics. Although most of the reactions occur over the time scales of laboratory measurements, there are some reactions that occur over very long times, and may be important to the overall performance. These reactions involve either re-crystallization of hydrated phases, or the crystallization of the amorphous calcium silicate gel that constitutes the major phase of hydrated cementitious systems. The rates of these reactions are not known, and are important for long-term performance prediction.

1.1 Present State of Hydration Modeling

There exist two types of hydration models: microstructural models and thermodynamic models.
The microstructural models like CEMHYD3D\(^1\) (Bentz, 1997) and \(\mu\)ic\(^2\) (Scrivener & Bishnoi, 2009) attempt to predict details of the hydrated microstructure with the intent of predicting transport and mechanical properties. The thermodynamic models like GEMS\(^3\) (Lothenbach & Winnefeld, 2006) use empirical kinetic models to predict the quantity of solid phases present, the porosity, the water content, and the pore solution composition as a function of time.

The microstructural models are not entirely physical, and the predicted transport coefficients (diffusivity and permeability) have not been validated to the extent necessary for reliable long-term performance prediction. Moreover, the chemistry incorporated into these models may not be consistent with existing thermodynamic data. On the other hand, the thermodynamic models neglect physical properties and microstructure evolution. Any attempt to couple microstructural and thermodynamic models together must overcome these issues.

In addition, a hydration model having practical relevance to the nuclear infrastructure will have to be applicable to a wide spectrum of cementitious component proportions. Existing hydration models were developed primarily for predicting the hydrated phases of pure portland cement. Some hydration models can predict, to some degree, the hydration products of systems in which a relatively small to moderate fraction of the portland cement has been replaced by any one of fly ash, silica fume, or slag. Moreover, these models are limited to mixtures in which the ‘mix water’ is either distilled water or from the municipal water supply. Unfortunately, hydration models have not been validated for systems where portland cement comprises less than one-half of the cementitious components, or for mixtures prepared with concentrated salt solutions.\(^4\)

### 2.0 MINERALOGY OF CALCIUM SILICATE CEMENT SYSTEMS AND HYDRATION PRODUCTS

The cementitious binders of practical concern include portland cement, fly ash, ground granulated blast furnace slag (GGBFS), and silica fume. Portland cement is largely crystalline, and the other binders are mostly glass. Each contributes to the calcium and/or silica contents required to form an amorphous calcium silicate hydrate (C-S-H) gel, the primary binding phase for all these systems. Portland cement and (sometimes) slag are the only binders that contain sufficient lime and silica, and in the proper proportions, to produce a solid hydrated mass upon mixing with water. Some Class C fly ashes also have this characteristic and are referred to as hydraulic fly ashes.

Typical oxide contents of portland cement, fly ash, blast furnace slag, and silica fume are shown schematically in Figure 1. Because cementitious materials are also composed of other oxides, Figure 1 represents the typical ranges of CaO, SiO\(_2\), and Al\(_2\)O\(_3\) present in these materials.

Industry practice for characterizing a cementitious binder is most often limited to the oxide content of the binder. The oxide content alone, however, is insufficient for determining the reactivity of the binders. Additional characterization of the material is needed to determine the type and quantity of crystalline and glassy mineral phases present.

---

1A pixel-based microstructural development tool that recreates paste microstructures (at a fixed 1-\(\mu\)m pixel size) consistent with SEM micrographs.

2Pronounced “\(\mu\)ic”, the model works with discrete (spherical) elements that have a location and size. Although the model achieves the correct volume fractions and has arbitrary spatial resolution, the resulting microstructures do not resemble micrographs of cement pastes.

3http://gems.web.psi.ch/

4Relatively limited engineering experience is available for most waste forms (Bradford et al. 2005).
Unfortunately, the crystalline binder (portland cement) and glassy binders (fly ash, silica fume, and ground granulated blast furnace slag) require different techniques to determine the reactivity of the material.

2.1 Portland Cement and Cement Hydration Products

Historically, cement chemistry researchers have developed a shorthand notation for the oxides commonly found in portland cement, and the notation proves useful in characterizing the other cementitious materials as well. The shorthand is summarized in Table 1.

The mineral composition of portland cement is most often estimated from the cement oxide contents. This ‘Bogue calculation’ (Bogue 1929) is a mathematical means of de-convolving the oxide components into an estimated mineral phase composition. ASTM C 150 (ASTM 2005a) has implemented an extended version of the original Bogue calculation that assumes cement is composed of six pure phases

\[ (\mathrm{C}_3\mathrm{S}, \mathrm{C}_2\mathrm{S}, \mathrm{C}_3\mathrm{A}, \mathrm{C}_4\mathrm{AF}, \mathrm{CS}, \mathrm{CC}). \]

Another technique developed by Taylor (Taylor 1997) includes additional alkali sulfate phases and assumes that certain mineral phases contain impurities.

Quantitative X-ray diffraction (QXRD) using Rietveld analysis has been used to demonstrate that these calculations are unreliable and inaccurate, especially for minor mineral phases (Stutzman 2008). Because of the discrepancy between calculated and measured mineral phases, QXRD is the only reliable means (presently) for determining the mineral phase content of portland cement. The procedure is outlined in ASTM C 1365 (ASTM 2006b).

A summary of mineral phase mass fractions typically found in portland cement (Mindess & Young 1981) is given in Table 2 merely as a frame of reference for the reader. The mass fractions given in Table 2 represent an average, do not necessarily represent any particular cement, and are based on the Bogue

<table>
<thead>
<tr>
<th>Oxide Composition</th>
<th>Cement Chemistry Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaO</td>
<td>C</td>
</tr>
<tr>
<td>SiO₂</td>
<td>S</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>A</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>F</td>
</tr>
<tr>
<td>SO₃</td>
<td>$S$</td>
</tr>
<tr>
<td>CO₂</td>
<td>$\bar{C}$</td>
</tr>
<tr>
<td>K₂O</td>
<td>K</td>
</tr>
<tr>
<td>Na₂O</td>
<td>N</td>
</tr>
<tr>
<td>MgO</td>
<td>M</td>
</tr>
<tr>
<td>H₂O</td>
<td>H</td>
</tr>
</tbody>
</table>

Table 1. Cement Chemistry Notation for Oxides Related to Portland Cement
Review of Mechanistic Understanding and Modeling and Uncertainty Analysis
Methods for Predicting Cementitious Barrier Performance

Table 2. Typical Mass Fractions of Mineral Phases Found in Commercial ASTM Portland Cement Types (Mindess & Young 1981)

<table>
<thead>
<tr>
<th>Phase</th>
<th>Type I</th>
<th>Type II</th>
<th>Type III</th>
<th>Type IV</th>
<th>Type V</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₃S</td>
<td>0.50</td>
<td>0.45</td>
<td>0.60</td>
<td>0.25</td>
<td>0.40</td>
</tr>
<tr>
<td>C₂S</td>
<td>0.25</td>
<td>0.30</td>
<td>0.15</td>
<td>0.50</td>
<td>0.40</td>
</tr>
<tr>
<td>C₃A</td>
<td>0.12</td>
<td>0.07</td>
<td>0.10</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td>C₄AF</td>
<td>0.08</td>
<td>0.12</td>
<td>0.08</td>
<td>0.12</td>
<td>0.10</td>
</tr>
<tr>
<td>CSH₂</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Table 3. Typical Mass Fractions of Oxides Found in Commercial Portland Cements, Based on Data in Table 2 (Mindess & Young 1981)

<table>
<thead>
<tr>
<th>Oxide</th>
<th>Type I</th>
<th>Type II</th>
<th>Type III</th>
<th>Type IV</th>
<th>Type V</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>0.663</td>
<td>0.647</td>
<td>0.660</td>
<td>0.613</td>
<td>0.643</td>
</tr>
<tr>
<td>S</td>
<td>0.219</td>
<td>0.223</td>
<td>0.210</td>
<td>0.240</td>
<td>0.245</td>
</tr>
<tr>
<td>A</td>
<td>0.062</td>
<td>0.052</td>
<td>0.054</td>
<td>0.044</td>
<td>0.036</td>
</tr>
<tr>
<td>F</td>
<td>0.026</td>
<td>0.039</td>
<td>0.026</td>
<td>0.039</td>
<td>0.033</td>
</tr>
<tr>
<td>Š</td>
<td>0.029</td>
<td>0.029</td>
<td>0.029</td>
<td>0.023</td>
<td>0.024</td>
</tr>
</tbody>
</table>

As can be seen in Table 1, portland cements are largely composed of alite (C₃S) and belite (C₂S), each containing impurities such as alkalis. Gypsum (CSH₂) is added at the time of grinding; it is also common for portland cement producers to add small quantities (5% maximum) of limestone (C) along with the gypsum. The C₄AF phase represents one particular point in the series of possible ferrites phases with composition (Ca₂(A₁₋ₓ Feₓ)₂O₅, where 0 < x < 0.7 (Taylor 1997).

Assuming that each phase in Table 2 is pure, the corresponding oxide contents are given in Table 3. The C/S mass ratio for most portland cements is approximately 3:1, and the C/A mass ratio varies from 10:1 to 15:1, depending upon the cement type.

2.1.1 Alite and Belite Hydrated Phases

Alite (C₃S) and Belite (C₂S) react with water to form approximately equal parts (molar basis) portlandite (CH) and an amorphous calcium silicate hydrate gel (C-S-H gel); the hyphens denote a non-stoichiometric mixture. The Ca/Si molar ratio within C-S-H derived from alite and belite hydration typically varies over the range 1.6 to 2.0 (Taylor 1997).

The C-S-H gel is not a pure calcium silicate. The C-S-H may contain both metal ions and alkali ions as impurities (Taylor 1987). The amount of alkali binding depends upon the Ca/Si molar ratio in the C-S-H and the extent of aluminum substitution for silicon (Hong and Glasser 1999, 2002, Brouwers and van Eijk 2003). The extent of alkali binding has a significant effect on the pore solution pH.
In the absence of other hydrating minerals, CH and C-S-H are stable for very long times under sealed isothermal conditions. In the presence of pozzolanic silica-rich binders (e.g., fly ash, silica fume), however, the CH may be react to form additional C-S-H gel.

2.1.2 Aluminate, Ferrite, and Sulfate Hydrated Phases

Hydration of aluminate and ferrite phases most often leads to the formation of either AFm\(^5\) phases or AFt\(^6\) phases. The ratio of AFm to AFt formed will depend upon the amount of available alumina and sulfur.

The numerous AFm phases that can be created during portland cement hydration have the following chemical form C\(_3\)(A,F)\_X\_y\_H. Under ideal conditions, AFm phases typically form platey, hexagonal crystals (Taylor 1997). Most of the AFm phases produced through portland cement hydration, however, are poorly crystalline and interspersed within the C-S-H phase (Taylor 1997). Monosulfate (C\(_3\_A\_C\_S\_12\_H\)) is an AFm phase often associated with sulfate attack.

The stability of monosulfate increases with increasing temperature, and forms at elevated temperatures (Matschei et al. 2007). In addition, monosulfate can react with SO\(_4^{2-}\) and CO\(_3^{2-}\) in presence of CH to form ettringite and hemicarbonate (Taylor 1997) which is relevant to modern cements that may contain limestone, respectively.

AFt phases are typically hexagonal, prismatic, or acicular crystals (Taylor 1997). In contrast to AFm phases, there are only two AFt phases significant to portland cement hydration: ettringite (C\(_3\_A\_3C\_S\_32\_H\)) and thaumasite (C\(_3\_S\_C\_S\_15\_H\)). Ettringite is an expansive reaction product (with respect to monosulfate) that typically occurs through sulfate attack by the conversion of monosulfate in the presence of excess calcium and sulfate. Thaumasite is thought to form from one (or more) of three possible mechanisms (Crammond 2003): 1) a topochemical interchange of ionic species; 2) precipitation in solution; and 3) nucleation using ettringite as a template. Little is known of the reaction path, and even less is known of the reaction kinetics.

2.1.3 Siliceous Hydrogarnet Phases

The term ‘hydrogarnet’ is typically defined in the literature as a calcium aluminate hydrate: (Ca\(_3\_Al\_2\_OH\)\(_{12}\)). The presence of silica species in the pore solution of cementitious materials leads to the formation of siliceous hydrogarnets. The hydrogarnet phases are cubic and form solid solutions with end members being grossularite (Ca\(_3\_Al\_2\_Si\(_3\_O\_)\(_{12}\)) and katoite (Ca\(_3\_Al\_2\_OH\)\(_{12}\)). Intermediate phases are formed by F replacing A, and H replacing S. These phases have the generalized chemical formula C\(_3\_A\_F\_x\_S\_H\_6\_2\_n\) where 0 ≤ x ≤ 1 and n = {0,1,2,3}.

In the ternary system CaO-Al\(_2\_O\_3\_H\_2\_O\), only C\(_3\_A\_H\(_6\) is stable at ordinary temperatures (Taylor 1997). The other phases are more common in autoclaved cementitious systems or as a hydration product of calcium aluminate cements.

These phases are rather complicated, and require further research. Laboratory synthesis of intermediate siliceous hydrogarnet phases typically yielded distinct phases, indicating a miscibility gap (Jappy and Glasser 1991) or contained irreducible quantities of C-S-H (Matschei et al. 2007), adding uncertainty to the estimated thermodynamic parameters. Silicious hydrogarnet phases are thought to be the stable state of AFm, but the kinetics are unknown. More research is needed for very long-term performance prediction.

\(^5\)AFm (Al\(_2\_O\_3\_Fe\(_2\_O\_3\)-mono CaX) phases are characterized by the chemical composition C\(_3\_A\_F\_X\_\_y\_H\) where X represents a divalent anion typical for cement hydration, such as, 2OH\(^-\), 2Cl\(^-\), SO\(_4^{2-}\), or CO\(_3^{2-}\).

\(^6\)AFt (Al\(_2\_O\_3\_Fe\(_2\_O\_3\)-tri CaX) phases are characterized by the chemical composition C\(_3\_A\_F\_3X\_\_y\_H\) where X again represents a divalent anion typical for cement hydration.
2.1.4 Hydrated Magnesium Phases

Hydrated magnesium phases can occur when the cement has a relatively large magnesium content. The most common hydrated phases are brucite (MH) and hydrotalcite $\text{M}_4\text{A}\text{CH}_8$. Another common form of hydrotalcite occurs when $\text{OH}^-$ replaces $\text{CO}_3^{2-}$ to yield $\text{M}_4\text{AH}_{10}$ (meixnerite). The reactivity of periclase (MgO) is relatively unknown, and it can remain unreacted in the paste for months.

2.1.5 Proportions of Portland Cement Hydrated Phases

Typical mass fractions of reaction products in a hydrated 0.50 water:cement mass ratio portland cement paste are given in Table 4 (Lothenbach & Winnefeld 2006). C-S-H constitutes the majority of the hydration product, followed by (roughly) equal proportions of portlandite, monocarbonate, and ettringite. Because magnesium is a minor component in portland cement, hydrotalcite is a minor hydrated phase.

2.2 Slag Cement

Slag can react on its own if the pH is kept sufficiently high through the use of an activator such as calcium hydroxide, sodium hydroxide, or sodium silicate (Yuan & Xin 1992, Taylor 1997). For these alkali activated slags (AAS), the accelerator is typically 3.5% to 5.0% (by mass) $\text{Na}_2\text{O}$ added as NaOH or sodium silicate. Calcium sulfate can accelerate the reaction by precipitation of ettringite to provide a sink for $\text{Ca}^{2+}$ and $\text{Al(OH)}_4^{-}$ ions released from slag, but additional alkali must be present (Regourd 1980).

The primary hydration products of AAS are C-S-H, hydrotalcite, and AFm (Jiang et al. 1997, Wang & Scrivener 2005, Gruskovnjak et al. 2006). The Ca/Si ratio in the C-S-H formed from AAS is typically 1.1-1.2, which is low in comparison with hydrated portland cement.

2.3 Binary Blended Cement Systems

In many engineering applications, the most desirable properties are achieved by using binary mixtures of portland cement and a supplemental mineral admixture such as fly ash, slag, or silica fume. Each mineral admixture has unique qualities for particular applications. In virtually all cases, mixtures are designed such that the supplemental mineral admixture replaces some portion of the portland cement.

One common reason for adding supplemental pozzolans to portland cement mixtures is to consume the portlandite from portland cement hydration. The supplemental materials are typically composed of considerably more silica than calcium (silica-rich). The silica reacts with available portlandite to form additional C-S-H gel. Because the C-S-H is far more stable than portlandite, eliminating portlandite from

<table>
<thead>
<tr>
<th>Phase</th>
<th>Mass Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-S-H</td>
<td>0.45</td>
</tr>
<tr>
<td>CH</td>
<td>0.20</td>
</tr>
<tr>
<td>Monocarbonate</td>
<td>0.15</td>
</tr>
<tr>
<td>Ettringite</td>
<td>0.13</td>
</tr>
<tr>
<td>Hydrotalcite</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Supersulfated cements consist (mass percent) of 80% to 85% slag, 10% to 15% anhydrite, and approximately 5% activator that is usually portland cement clinker, and is ground more finely than ordinary portland cements. (Taylor 1997) The main reaction products are C-S-H and ettringite (Taylor 1997) with minor constituents hydrotalcite, gypsum, and merwinite ($\text{C}_3\text{MS}_2$) (Gruskovnjak 2008).
the final hydration products could have a dramatic impact on the long-term leaching characteristics and on the pore solution pH of the system.

2.3.1 Portland Cement – Fly Ash

There are two commonly used classes of fly ash: Class C and Class F. The ASTM C 618 (ASTM 2005b) limits for the oxides present in Class F and Class C fly ash are given in Table 5. Class C fly ashes, by virtue of having less silica, alumina, and ferrite, have more calcium than Class F fly ashes.

Table 5. Oxide Requirements for ASTM C 618 Class F and Class C Fly Ash (ASTM 2005b).

<table>
<thead>
<tr>
<th>Oxides</th>
<th>Class F</th>
<th>Class C</th>
</tr>
</thead>
<tbody>
<tr>
<td>S+A+F</td>
<td>&gt; 70 %</td>
<td>&gt; 50 %</td>
</tr>
<tr>
<td>S</td>
<td>&lt; 5 %</td>
<td>&lt; 5 %</td>
</tr>
</tbody>
</table>

Some Class C fly ashes are able to set and harden when mixed with only water, and are thus true hydraulic cements (Taylor 1997). The use of these stand-alone fly ash mixtures, however, is rare. When used, the initial hydration products include ettringite (Solem & McCarthy 1992).

The vast majority of both Class F and Class C fly ash is a glassy mixture of calcium, silicon, and aluminum oxides. The glassy phases in Class F fly ashes are higher in SiO₂, and the crystalline phases are typically mullite, quartz, magnetite, and hematite. The glassy phases in Class C fly ashes are higher in CaO, and the crystalline phases are typically quartz, lime, and periclase (Taylor 1997). The specifics of the elemental composition of the various glassy phases and the quantity and type of crystalline phases impact the fly ash reactivity, but little is known of the significance of fly ash morphology on the final distribution of the mineral phases in hydrated cementitious systems.

As with most supplemental pozzolanic materials, the primary impact of fly ash replacement of cement is the reduction in the amount of portlandite produced and the reduced Ca/Si molar ratio in the C-S-H, typically near 1.5 initially and falling to 1.1 to 1.2 after 10 years (Taylor 1997). The hydration products of mixtures containing fly ash are very similar to the hydration products of pure portland cement pastes. The ratio of C-S-H to portlandite will increase, with the proportion of portlandite going to zero given sufficient fly ash replacement of cement.

The other types of crystalline hydrated phases are similar to those for pure portland cement paste. Within increasing fly ash content, the mass fraction of ettringite decreases due to cement sulfate dilution. The displacement of portland cement also decreases the portland cement phase reactivity, so the mass fraction of unhydrated cement increases with increasing fly ash content. Some of the fly ash crystalline phases, notably quartz, can remain in the hydrated system for months because of the relatively low reactivity.

2.3.2 Portland Cement – Slag Cement

Blast furnace slag is a by-product of iron manufacturing when limestone reacts with SiO₂ and Al₂O₃ at very high temperatures. If forced to cool quickly below 800°C, the result is a hydraulic cement that is over 95% glassy. The glassy material is ground, yielding a ground granulated blast furnace slag (GGBFS) (Taylor 1997).

Typical GGBFS is glassy, with the following composition range: C: 30% to 50%; S: 27% to 42%; A: 5% to 33%; and M: 0% to 21% (Smolczyk 1980). The crystalline phases in GGBFS, if present, are melilite (Ca,Na₂)(Al,Mg,Fe²⁺) [(Al,Si)SiO₇] (sorosilicate: Si₂O₇) and merwinite Ca₃Mg(SiO₄)₂ neosilicate) (Regourd 1986). The chemical requirements of slag conforming to ASTM C 989 (ASTM 2006a) are that the total
sulfide (S²⁻) be less than 2.5%, and that sulfate reported as SO₃ be less than 4.0%.

Slag is desirable for use in certain radionuclide applications because the sulfide content helps to provide a reducing environment within the pore space. In certain applications, such as the chemical stabilization of Tc-99, the mobility depends strongly on the reduction-oxidation (redox) potential within the pore solution.

The principal hydration products are similar to those from portland cement hydration. The most noticeable difference is the lower amount of CH produced, as compared with portland cement hydration. For 50% cement replacement, the Ca/Si ratio was near 1.5 (Richardson & Groves 1992). Otherwise, the effect of slag on the hydrated phase mineralogy is very similar to that of fly ash.

2.3.3 Portland Cement - Silica Fume

Silica fume is a by-product of the industrial processes for making either silicon or silicon alloys, and the typical dispersed particle size is 100 nm. In industrial applications, the silica fume is often agglomerated and thus can have a much larger apparent particle size. The material is almost entirely glassy, and the most common crystalline impurities are KCl, quartz, metallic iron, and iron silicide (Taylor 1997). The ASTM C 1240 (ASTM 2005c) specification requires that the SiO₂ content of the silica fume be greater than 85%.

Silica fume is most often added as a supplemental mineral admixture to accelerate hydration at early ages and to consume portlandite produced by portland cement hydration. At a cement replacement of 30% (relatively high from a practical mix design stand point), the silica fume consumes all available CH by 14 d (Huang & Feldman 1985a, 1985b). Another effect of silica fume as a replacement for portland cement is to reduce the Ca/Si molar ratio in C-S-H gel down to levels as low as 1.1 (Traetteberg 1978). The lower Ca/Si molar ratio C-S-H typically bind more Na and K, and also have more aluminum substitution for Si, resulting in higher effective surface charges.

2.4 Ternary Cementitious Systems

Although ternary mixtures are used in practice, these mixtures are typically composed of large percentages of portland cement and considerably smaller percentages of mineral admixtures. These ternary blends are used for specialty applications such as reducing susceptibility to alkali-silica reaction (Shehata & Thomas 2002). When used with large portions of portland cement, the typical effects of these ternary blends are to consume portlandite from the portland cement hydration reaction and to reduce the Ca/Si molar ratio of the C-S-H gel.

Other examples of ternary binder systems are found in waste forms. The proposed Savannah River Site (SRS) saltstone waste form and similar salt waste forms proposed for Hanford are approximated by a 6:47:47 (mass ratio) mixture of cement:slag:fly ash (Bradford et al. 2005). The slag is added to help provide a reducing environment; the fly ash also contributes to a reducing environment, but to a less extent.

Work is needed to transfer existing engineering knowledge into present hydration models for such material systems. The primary difficulty lies in estimating the reactivity of the individual cementitious components, particularly for systems having very low cement content. Although thermodynamic models could be used today, the reactivity of the individual components would have to be estimated from laboratory experiments performed on the systems of interest.

The types of hydrated phases found in low-cement blends made with portland cement, fly ash, slag, and water are very similar to those for pure portland cement paste and binary mixtures. As for binary
systems, the portlandite will be consumed, but at a much greater rate. Upon consumption of the portlandite, one may find strätlingite.

2.5 Hydration at Elevated Temperatures

Conditions may arise where the cementitious binder will hydrate under elevated temperatures; these conditions are considered separately from autoclaved conditions. In pastes cured at elevated temperatures, X-ray microanalysis suggests that the Ca/Si ratio increases as the temperature increases (Scrivener & Taylor 1993). But this may be due, in part, to incorporation of poorly crystalline portlandite into the C-S-H. As for ordered C-S-H at elevated temperatures, XRD gives no evidence of C-S-H crystallization at temperatures up to at least 100°C (Taylor 1997).

When samples are exposed to elevated temperatures under saturated conditions for one year, ettringite begins to disappear above 70°C, and is completely gone above 100°C, unless there is excess aluminum, calcium and sulfate available (Buck et al. 1985). Moreover, above 100°C, the ettringite was replaced by hydrogarnet, not monosulfate (Buck et al. 1985).

In another experiment, samples were first cured at 20°C for 30 days, then cured at 85°C for 8.4 years, and then returned to 20°C or periods ranging from 1.5 years to 2.0 years; companion samples were cured at 20°C for the entire 10 years (Paul & Glasser 2001). The samples cured at 25°C were nearly completely hydrated, and the systems were composed primarily of C-S-H gel, portlandite, ettringite, and AFm. The samples cured at 85°C showed no indication of additional hydration after the initial 20°C curing period.

3.0 PORE SOLUTION COMPOSITIONAL EVOLUTION

The composition of the pore solution is estimated by analyzing the aqueous solution that is in equilibrium with the soluble mineral phases present. Because the pore structure of hydrated paste is finely divided, the pore solution comes into contact with all mineral phases present. Moreover, because transport occurs at relatively long time scales, and reactions happen on relatively short time scales, the equilibrium assumption is reasonable. Similarly, changes in the pore solution composition, due to transport of ions into the cement from the external environment, may lead to dissolution/precipitation reactions that can change the microstructure and the transport properties.

Having an estimate for the pore solution composition can be important because sometimes the purpose of performance modeling is to estimate the chemical composition of the effluent from the cementitious structure. In these cases, accurate characterization of the pore solution can be vital to reliable performance assessment because the chemical composition of the effluent can have a significant impact on the overall performance.

The composition of the paste pore solution is determined experimentally by physical extraction. During the first few hours of hydration, the pore solution can be extracted by vacuum filtration or centrifuge (Gartner et al. 1985, Michaux et al 1989, Goldschmidt 1982). At later ages, a high pressure press (Longuet et al. 1973, Barneyback & Diamond 1981) is needed to obtain a sufficiently large sample for analysis.
3.1 Portland Cement Paste Pore Solution

The pore solutions of typical cementitious mixtures are composed of a large number of ionic species. As an example, a portland cement mixture was characterized (Lothenbach & Winnefeld 2006) by both oxides present in the cement (see Table 6), and the elemental components of the pore solution as a function of curing time (see Table 7); undoubtedly, there were other elements present in the pore solution, such as magnesium. The data in Table 7 suggest that the pore solution of the paste analyzed became stable between 100 d and 300 d.

Using the PHREEQC (Parkhurst & Appelo 1999) speciation and thermodynamic equilibrium computer code, the component compositions in Table 7 were used to estimate the ionic species present, and the results are shown in Table 8; the boldface numbers represent the total quantity of the component.

The important thing to notice from the speciation calculation results in Table 8 is that each element was represented by two or more ionic species in the pore solution. Therefore, each component of a multidisciplinary degradation model has to determine which of the numerous ionic species present are important, and how best to represent the total component by ionic species.

3.2 Blended Cement Mixtures

The primary difference between the pore solution of blended cement systems and pure portland cement systems is the pH. This is due to both the alkali sorption of the lower Ca/Si ratio C-S-H and the consumption of portlandite by the silica-rich supplemental cementitious materials. In general, fly ash, slag, and silica fume do not contribute new components to the pore solution. The only notable exception is titanium in fly ash.

### Table 6. Cement Oxide Mass Fractions from (Lothenbach & Winnefeld 2006)

<table>
<thead>
<tr>
<th>Oxide</th>
<th>Mass Fractions</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaO</td>
<td>0.6320</td>
</tr>
<tr>
<td>SiO₂</td>
<td>0.1970</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>0.0470</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>0.0267</td>
</tr>
<tr>
<td>SO₃</td>
<td>0.0335</td>
</tr>
<tr>
<td>K₂O</td>
<td>0.0112</td>
</tr>
<tr>
<td>Na₂O</td>
<td>0.0008</td>
</tr>
<tr>
<td>MgO</td>
<td>0.0185</td>
</tr>
<tr>
<td>CO₂</td>
<td>0.0193</td>
</tr>
</tbody>
</table>

### Table 7. Pore Solution Composition (mmol/kg) from (Lothenbach & Winnefeld 2006)

<table>
<thead>
<tr>
<th>Day</th>
<th>OH⁻</th>
<th>K</th>
<th>Na</th>
<th>S(VI)</th>
<th>Ca</th>
<th>Si</th>
<th>Al</th>
</tr>
</thead>
<tbody>
<tr>
<td>29</td>
<td>540</td>
<td>560</td>
<td>63</td>
<td>11</td>
<td>1.2</td>
<td>0.27</td>
<td>0.12</td>
</tr>
<tr>
<td>105</td>
<td>570</td>
<td>650</td>
<td>57</td>
<td>17</td>
<td>1.5</td>
<td>0.21</td>
<td>0.04</td>
</tr>
<tr>
<td>317</td>
<td>590</td>
<td>640</td>
<td>65</td>
<td>16</td>
<td>1.5</td>
<td>0.21</td>
<td>0.11</td>
</tr>
</tbody>
</table>
4.0 LONG-TERM C-S-H STABILITY

The primary hydration product of portland cement-based systems is an amorphous C-S-H gel. Amorphous materials generally have greater free energies of formation than crystalline materials with similar elemental composition. Therefore, over very long time scales, one expects amorphous materials to slowly convert to crystalline materials. This expectation and the lack of experimental data spanning millenia have limited the acceptance of cement-based materials for use in very long time (centuries to millennia) waste isolation.

If future experiments can demonstrate the conversion/re-crystallization process for C-S-H, and the conditions under which the conversion occurs, one could use this evidence to predict very long-term performance. Given the limited set of elemental components present in cement-based materials, a conversion process will most likely result in the formation of familiar compounds. This information could be used to predict the chemical performance of the system over very long times; the mechanical properties may be much more difficult, or nearly impossible, to predict.

4.1 Natural/Ancient Analogs

Studying ancient binders and natural analogs is one approach to predicting the very long-term performance cement-based barriers. Although material formulation technology has changed since ancient times, the constituents of concretes made with ancient cements consist of hydrated calcium silicates, ettringite, etc. (Petit 1992).

There have been reports made on the properties of old cements (Steadman 1986) and archaeological binders (Jull and Lees 1990). Although direct comparisons to modern cements are problematic, the hydrated phases found in ancient, old, and modern cement-based binders are similar. This is particularly true for binders made from fired clays and volcanic rocks that contain silicon and aluminum. In these cases, the silicates, silica-aluminates, and aluminates bear a resemblance to the hydration products from modern cements (Petit 1992).

Studies of C-S-H from samples over 1800 years old suggest that the C-S-H is more stable than originally thought. Given the amorphous nature of C-S-H, the prevailing theory was that this material would,
over long times, organize into a collection of related crystalline minerals such as tobermorite, jennite, and portlandite. The absence of this conversion in ancient cementitious systems suggests that the kinetics of any C-S-H crystallization is extremely slow. Moreover, the data suggest that systems with a lower Ca/Si molar ratio seem to have a greater C-S-H stability (Petit 1992).

In addition competing reactions in open systems result in carbonation of C-S-H rather than formation of crystalline calcium silicate hydrate phases. The resulting mineral assemblages typically contain calcium carbonate (calcite) and amorphous silica or aluminosilicate (Roy and Langton 1983, Aloy 2005).

Some researchers indicate that the existence of C-S-H compounds in ancient binders has not been documented (Rassineux et al. 1989). Instead, authors have concluded that these ancient binders were solely composed of calcite (see references in Rassineux et al. 1989). A more careful mineralogical study of Gallo-Roman binders revealed a material resembling C-S-H having a Ca/Si molar ratio varying from 1.0 to 1.2, and containing up to 5% (by mass) Al₂O₃, up to 2% (by mass) MgO, and up to 0.5% (by mass) Fe₂O₃ (Rassineux et al. 1989). A more detailed characterization of the phases is shown in Figure 2 for both the ancient binders and more modern binders.

There exist rock formations, primarily limestones with clay and/or manganese impurities (Bogue 1955), that contain quantities of calcium, silicon, and aluminum in roughly the same proportions as portland cement. Upon calcining, these ‘natural cements’ are hydraulic, and their properties have been reported upon since the eighteenth century (see Bogue 1955).

The utility of studying existing examples of these materials may be more for the general behavior than any specifics. The starting materials would have been poorly characterized by today’s standards. Moreover, there would be very little similarity to modern portland cement. Furthermore, an analysis of phases found in existing examples would have to disentangle effects due to hydration and effects due to exposure.

Figure 2. Mineralogical Assemblage of the (a) Studied Gallo-Roman Cements and (b) Modern Pozzouolanic Cement Reported in a Al-Si-Ca Diagram (B is composition area of brick-glass, H is hydrogrossular, E is ettringite, C is calcite, and G is hydrated gehlenite (C₂ASH₈)) from (Rassineux et al. 1989)
The more general utility of existing examples of natural/ancient analogs may be in the detection of crystalline calcium silicate hydrates. The existence of crystalline calcium silicate hydrates having Ca/Si molar ratios similar to those found today (0.9 to 1.8) may give some insight into the rate of crystallization of amorphous calcium silicate gels. This type of information may be beneficial to very long-term studies of cementitious materials performance.

5.0 MICROSTRUCTURAL EVOLUTION

Upon mixing with water, the cementitious constituents react to form the hydration products. The hydrating system is initially a colloidal suspension, and the hydrated reaction products consume more volume than the reactants, and begin filling the inter-particle space initially filled with water. The solid grows through a combination of topochemical reactions and through-solution precipitation reactions.

When a sufficient inter-connected network of solids exits, the paste will have mechanically “set”, thereby supporting a pre-determined amount of shear stress. Continued hydration further fills in the void space with reaction products, thereby increasing the load carrying capacity, quantified in practice by the compressive strength. Not only is the total pore volume decreasing over time, the tortuosity of the pore space is simultaneously increasing; the tortuosity is a dimensionless number that represents the ratio of the characteristic path length through the pore space to the length of the specimen (a number that is greater than or equal to one).

The hydration process continues, conceptually, forever. Practically, however, most of the hydration has completed after one year. For modeling barrier performance over 100 to 1000 years of service, the hydration state at one year may be a practical initial condition, although changes in the environment or the microstructure could induce further hydration to occur. At this point, the key pieces of information for a performance assessment would be the types and quantity of mineral phases present, the total porosity remaining, and the relevant transport parameters: diffusivity, permeability, etc., which are sensitive functions of microstructure.

5.1 Microstructural Property Evolution

5.1.1 Porosity/Saturation

There are two types of porosity present in hydrated porous systems: water-filled porosity and air-filled porosity. The water filled porosity is further divided between C-S-H gel porosity, and capillary porosity. Hydration consumes water faster than the rate of hydration product formation. Thus chemical shrinkage occurs and results in cavitation and gas-filled pore space. Therefore, these systems are not completely saturated. Under sealed conditions, there is insufficient water for complete hydration for systems having a water to cement (mass) ratio less than approximately 0.38 because all capillary and gel pore water is consumed (Taylor 1997). Below a water to cement (mass) ratio of approximately 0.44, there is insufficient water at complete hydration to fill the gel pores (capillary pores empty), and a state of self-desiccation is achieved (Taylor 1997).

The capillary porosity $\phi_c$ of portland cement pastes can be approximated by a function of the degree of hydration $\alpha$ and the water to cement (mass) ratio $\beta$ as shown in Equation 1 (Garboczi and Bentz 1992):

$$\phi_c = 1 - \frac{1 + 1.16\alpha}{1 + 3.2\beta}$$

As an example, using Eq. (1) and $\alpha = 0, \beta = 0.45$, portland cement paste has an initial capillary porosity of 0.59. To get the value at complete hydration, insert $\alpha = 1$ into Eq. (1) to calculate a capillary porosity of
0.11 at complete hydration. For most cementitious systems, the capillary porosity decreases by less than an order of magnitude over the course of hydration. The critical value of the capillary porosity when it loses connectivity is denoted $\psi_c^c$. In addition to the capillary porosity, the C-S-H gel is composed of approximately 28% porosity (Taylor 1997). Although this porosity is composed of much smaller pores than capillary pores which are about 5 nm to 50 nm in diameter, the C-S-H gel pores can contain water. This water can be exchanged with capillary water and it can be removed at very low relative humidity. The water-filled gel porosity can contribute to overall transport, but the gel pore relative transport coefficient is 2 to 3 orders of magnitude smaller than the corresponding capillary pore space transport coefficient (Garboczi 1992).

Another factor to consider when characterizing porosity is the connectedness of the pore space. If there is sufficient capillary porosity that the capillary pores are connected across a sample, these interconnected capillary pores will likely dominate the rate of transport of moisture and dissolved ions (assuming the samples is free of fractures or other macro defects). If the capillary porosity is below a critical volume fraction of the cement paste (about 0.2), the capillary pores will no longer be connected across the sample. Instead, transport through the sample must pass through both capillary pores and C-S-H gel pores and is therefore significantly retarded by several orders of magnitude (Garboczi 2001).

5.1.2 Pore Size Distribution

Very little quantitative data exist on the pore size distribution in hydrated cementitious systems. Because the hydration products are continually filling in the water-filled pore space, the pore size distribution must shift toward smaller pores as hydration continues.8

The most direct experimental technique for characterizing the pore size distribution is mercury intrusion porosimetry (MIP). This technique forces a non-wetting liquid into pore space at very high pressure into a dried specimen. The resulting data for the volume of liquid intruded as a function of pressure have to be corrected for physical parameters such as the contact angle between the fluid and the microstructure. Moreover, pore constrictions mean that the intruded volume indicates the volume of pore space accessible via a minimum pore throat, not the pore size distribution. Instead, MIP can be used to characterize the largest pore diameter that percolates the microstructure (Katz & Thompson 1987). As discussed below, this critical pore throat diameter can be used to estimate the hydraulic permeability.

5.1.3 Tortuosity

The tortuosity can be characterized qualitatively as the ratio of the path length through the pore space of a material, divided by the macroscopic length of the material. As more twists and turns are needed to pass through the pore space, the tortuosity increases. As additional solids precipitate, closing off pores, the tortuosity increases still further. Therefore, tortuosity is a non-trivial function of the porosity and the pore size distribution and sometimes the specific transport mechanism considered (e.g., diffusion through a liquid vs. molecular diffusion through air). Moreover, there is no theoretical approach to these relationships, so tortuosity must be approximated with empirical relationships.

---

7The relative transport coefficient is the rate of diffusive transport through the gel pores, relative to diffusive transport through water.

8The currently available microstructural computer models are incapable of resolving the pore network at a sufficient detail to fully characterize the pore size distribution down to the length scale of C-S-H pores.
The relationship between porosity and tortuosity depends, in part, on how the material is formed.

A relationship developed for sandstone does not necessarily apply to hydrated cement pastes because sandstone is formed from a cementing process, and the hydrated cement paste is a combination of cementing (prior to set) and diffusion limited aggregation (DLA). It is the DLA process that forms the portion of the microstructure that has the greatest impact on transport.

Given that the pore space is subdivided between liquid-filled and gas-filled pores, the tortuosity should likewise be subdivided. Therefore, there is a tortuosity for the liquid-filled space and a tortuosity for the gas-filled space. These are important concepts when the environment is not saturated with water vapor.

### 5.2 Microstructural Evolution During Degradation

There are two approaches to estimating the microstructural evolution during degradation. The first is to use empirical relationships between changes in porosity (through dissolution and precipitation) and changes in transport coefficients. The second approach attempts to first estimate the microstructural changes that occur, and then use this information to predict the resulting changes in the transport coefficients.

The first approach has the advantage of expediency, but requires sufficient measurement to ensure data over the relevant parameter space. Empirical relationships are developed using data for specific mixtures under specific conditions. Therefore, the data are only applicable to similar systems under similar conditions. Given enough data over a sufficient parameter space, one can begin applying the empirical relationships over a broad set of conditions. Applying the relationships to systems (materials + exposure) outside the parameter space leads to uncertainties that may be difficult to quantify.

The second approach has the advantage of being better able to adapt to new materials and exposure conditions. Once the microstructural model and the estimation of transport parameters (e.g., porosity, tortuosity, formation factor) have been validated for the materials and degradation mechanisms encountered, the approach can more easily adapt to new materials and exposure conditions. If the microstructural model is based on physical principles, once these are validated, the model applies wherever the same principles apply. Moreover, one does not need to have data for simultaneous degradation mechanisms (e.g., leaching and chloride diffusion), as these are simply manifestations of the chemical and physical principles that have been validated, as long as no new principles are invoked when both mechanisms simultaneously exist. Therefore, a microstructure-based degradation model can more reliably predict the performance of new materials in complex (varying in time or multiple mechanisms) environments for which there are no experimental data.

The challenge of a microstructure-based degradation model is predicting permeability. Because the permeability depends upon the details of pore sizes on the order of the critical pore diameter, $d_c$, the microstructural model must somehow accurately resolve the pores at this scale. This is a particularly challenging requirement for a model, especially if the model is to perform calculations within a reasonable time limit.

### 5.3 Transport Property Evolution During Degradation

The evolution of transport properties during degradation is similar to the evolution of transport properties during hydration. Dissolution and precipitation of mineral phases change the porosity, the pore size distribution, and the pore connectivity.
If the change in volume of mineral phases is small enough, and those mineral phases do not contribute directly to the critical pore diameter, both the diffusivity and the permeability will (roughly) vary inversely to changes in the porosity.

As the volume change increases, however, the tortuosity and critical pore diameter will change. Estimating the diffusivity and permeability will require either a microstructural model, or empirical relations based on previous experimentation. The same microstructural model used to predict the transport properties of the hydrated system would be applicable to changes in the microstructure due to degradation.

In the absence of microstructural information, changes in formation factor can be approximated by empirical power-law relationships (Grathwohl 1998). One possible expression is based Archie’s law (Archie 1942) relating formation factor to porosity $\phi$:

$$I = \phi^m$$

(2)

The exponent $m$ is the material cementation exponent. This is a purely empirical relationship, and must be validated from a database of experimental measurements.

When coupled to a microstructural model, however, the transport coefficients can be calculated directly. The formation factor (for diffusivity) can be calculated from the relative electrical conductivity of the pore space. The permeability can be calculated from the flow of fluid through the pore space due to a pressure difference across the microstructure.

5.4 Modeling Microstructural Changes

5.4.1 Chemical Reaction

Modeling the state of a cementitious material, whether in a closed system or one exposed to degradation mechanisms, requires modeling transport and reaction through the hydrated cementitious binder. The physicochemical approach to hydration and degradation modeling uses the environment as a boundary condition, allows transport to occur through the pore space, and calculates the thermodynamic equilibrium (or appropriate kinetic approach) distribution of components between the mineral phases and the pore solution species.

The change in the mineral phases is determined by the chemical state of the system and the thermodynamic data. The change in the microstructure is due to dissolution and/or precipitation of mineral phases, which changes the porosity. The pore space tortuosity, however, is also changed and needs a 3-D microstructure model to properly compute the new transport coefficients.

The advantage of a physicochemical approach is the ability to accommodate multiple simultaneous degradation mechanisms. All the degradation mechanisms are treated the same. The accuracy by which a degradation model accounts for a specific degradation mechanism is limited by the quality of the thermodynamic data for the anticipated reactions. Furthermore, transport through the system can be described by a number of material parameters and transport coefficients (e.g., porosity, tortuosity, permeability, hydraulic diffusivity). Therefore, to model hydration and degradation, one needs to know how changes in the microstructure affect each of the material parameters and transport coefficients.

The key to successful physicochemical modeling is accurate thermodynamic data for the relevant mineral phases. Fortunately, there has been considerable effort expended on this topic (Berner 1992, Lothenbach & Winnefeld 2006, Lothenbach & Gruskovnjak 2007, Matschei, Lothenbach & Glasser 2007). The thermodynamic data determine the type and quantity of mineral phases dissolved or precipitated. These databases are extensive but not exhaustive; in particular, gaps in the thermodynamic data for
supplementary materials like fly ash and slag and degradation-produced materials need to be filled in.

It is important to remember that thermodynamic data differ from kinetic data. The thermodynamic data will yield mineral composition at equilibrium. Kinetic coefficients determine the time required before the system reaches equilibrium. Few, if any, kinetic data exist for mineral phases relevant to cementitious systems. Over very long time scales, performance will be controlled by the properties of the very low solubility minerals, which are the minerals that will most likely have the slowest reaction kinetics.

5.5 Modeling Transport Properties

From a performance assessment modeling perspective, microstructural changes via dissolution and/or precipitation lead to commensurate changes in transport coefficients. The two transport coefficients most relevant to cementitious barrier degradation are diffusivity and permeability.

5.5.1 Formation Factor

Diffusion is the primary transport mechanism in the absence of a hydraulic pressure gradient. Ionic diffusion occurs through the connected water-filled pore space, and vapor diffusion occurs through both the water-filled and vapor-filled pore space.

Diffusion can be described within the pore space (pore space diffusivity), or across a porous material (bulk diffusivity). The pore solution has an electrical conductivity \( \sigma_p \), and the bulk material (saturated with the same solution) has electrical conductivity \( \sigma_b \). The ratio of these two quantities can be used to approximate the formation factor \( F \) (Collins 1961):

\[
F = \frac{\sigma_p}{\sigma_b}
\]  

(3)

As defined, the formation factor is a quantity having a value greater than or equal to one because the solid comprising the bulk material is assumed to be an electrical insulator. The formation factor can also be related to the porosity \( \phi \) and the tortuosity \( \tau \):

\[
F = \frac{\tau}{\phi}
\]  

(4)

NOTE: The definition of tortuosity can vary among authors, with some authors defining tortuosity as the inverse of the quantity used here.

The formation factor is a property of the solid microstructure, and does not depend on the composition of the pore solution. The ratio of the pore solution and bulk conductivity has a one-to-one relationship to the diffusion coefficient of an ion in the pore solution and the bulk diffusion coefficient. Therefore, one could use the formation factor to estimate the bulk diffusion coefficient using the diffusion coefficients of the species in the pore solution. This quantity, however, can only be estimated after the pore solution composition has been established.

Alternatively, the limiting ionic self-diffusion\(^9\) coefficient \( D_i^* \) (IUPAC 1976) is the diffusion coefficient of an ion in water given that total concentration of all ions is zero (Harned & Owen 1958). Self-diffusion coefficients for different species can be found in reference books (Mills & Lobo 1989). Within an inert porous microstructure saturated with a very dilute pore solution and having formation factor \( F \), the apparent bulk diffusivity, \( D_i \) (Snyder 2001) can be estimated from the formation factor:

\[
D_i = \frac{D_i^*}{F}
\]  

(5)

\(^9\)Molecular diffusion coefficient
This is not a complete description of diffusion in cementitious materials because pore solution speciation, ion exchange, and (topo-) chemical reactions can alter the apparent diffusivity of an ionic species within the pore solution (Samson et al. 2005).

### 5.5.2 Permeability

Permeability is a more complex function of changes in the microstructure than diffusivity. Not only does it depend upon changes in the porosity and tortuosity, it (most importantly) depends upon the pore size distribution. Given that the permeability of hardened portland cement paste can vary from $10^{-20}$ m$^2$ to $10^{-16}$ m$^2$, the relevant length scale that characterizes permeability is on the order of tens to hundreds of nanometers. Presently, there are no viable micro/nano-structure computer models for predicting the permeability of a hydrated cement paste based on an analysis of the modeled microstructure.

In addition, the bulk permeability of a composite element containing aggregates depends upon the permeability of the hydrated cementitious binder in both the bulk pore space and near the aggregate surfaces. As the aggregate volume increases, the higher permeability regions of the paste near aggregate surfaces begin to overlap. Above a critical aggregate volume, these regions can percolate the system, thereby greatly increasing the bulk permeability of the element (Winslow et al. 1994). This phenomenon occurs over the length scale of tens of millimeters.

For structures subjected to hydraulic pressure gradient, transport of ionic species is dictated by permeation. Under these conditions, the assumption is that the ions move with the pore solution. The pore solution volume averaged velocity is calculated from the D’Arcy flux $q$:

$$q = \frac{-k}{\eta} \nabla P$$  \hspace{1cm} (6)

where $k$ is the intrinsic permeability, $\eta$ is the dynamic fluid viscosity, and $\nabla P$ is the fluid pressure gradient.

The pore solution velocity $v$ (tracer velocity) is faster than the flux by a factor of the porosity $\phi$:

$$v = \frac{q}{\phi}$$  \hspace{1cm} (7)

The Katz-Thompson (Katz & Thompson 1986, Katz & Thompson 1987) estimation for permeability, $k$, is proportional to the ratio of the square of a critical pore size diameter, $d_c$, to the formation factor, $F$ (dimensionless quantity):

$$k = \frac{c d_c^2}{F}$$  \hspace{1cm} (8)

The constant of proportionality $c$ varies, depending upon the particular microstructural formation mechanism, but is typically on the order of $10^{-1}$ to $10^{-2}$ (Garboczi 1990). The critical pore size diameter $d_c$ is analogous to the diameter of the largest sphere that can pass through the pores.

Using the Katz-Thompson relationship in Eq. 8, one can see how the discontinuity of the capillary pores can have a dramatic effect on permeability. If the capillary pores are connected (percolate the system), the critical pore diameter would be on the order of $10^{-6}$ m. If the capillary pores no longer percolate the system (i.e., sufficient hydration at a low enough water:cement mass ratio), the critical pore diameter would have to be limited to that for the C-S-H, which would be on the order of $10^{-8}$ m. Given that permeability is proportional to $d_c^2$, the ratio of permeabilities for connected vs. disconnected capillary pores would be on the order of $10^4$.

Similarly, if leaching occurs in a system that initially has disconnected pores, at the point where capillary pores percolate the system, the permeability would increase dramatically.
6.0 SUMMARY

The mineralogical and microstructural changes that occur during hydration and reaction are numerous and complex. Treating the hydration and the degradation reactions on a similar basis, however, simplifies the problem to enumerating the relevant reactions, determining mineral phase dissolution and/or precipitation to achieve chemical equilibrium, and modifying the porosity and transport properties accordingly using a microstructure model. The accuracy of this approach depends upon a comprehensive characterization of the starting material and the environment, and upon comprehensive thermodynamic and kinetic data for the reactions.

The approach borrows from geochemical modeling, and is based on a strong foundation in thermodynamics. Moreover, the parameters have physical meaning and can be measured independently in the laboratory. As a result, the approach uses a minimum of empirical coefficients.

Although considerable information and data exist for the majority of reactions relevant to cementitious systems, additional information is needed for specific components of this approach. Applications involving waste isolation may occur at elevated temperatures. Additional work is needed to obtain missing data on the temperature dependence of the thermodynamic parameters of relevant mineral phases.

For very long-term performance predictions, a combination of kinetic experiments and studies of natural/ancient analogs may be needed. The properties of the system after a thousand or more years will depend upon the mineral phases present. These phases may arise after re-crystallization of existing crystalline phases, or the crystallization of the amorphous calcium silicate hydrate gel. Data are needed to establish the kinetics of the crystallization reactions, and the resulting phases. Estimates of the very long-term mineral phase composition will then allow researchers to study the properties of these crystalline phases, and the kinetics data will be used to estimate when these properties will occur.
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## LIST OF ABBREVIATIONS AND ACRONYMS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACI</td>
<td>American Concrete Institute</td>
</tr>
<tr>
<td>AFm</td>
<td>aluminum ferrite monosulfate hydrate phases</td>
</tr>
<tr>
<td>AFt</td>
<td>aluminum ferrite trisulfate hydrate phases</td>
</tr>
<tr>
<td>ASTM</td>
<td>American Society for Testing and Materials</td>
</tr>
<tr>
<td>$C_p^{crseagg}$</td>
<td>heat capacity of coarse aggregate</td>
</tr>
<tr>
<td>$C_p^{fineagg}$</td>
<td>heat capacity of fine aggregate</td>
</tr>
<tr>
<td>$C_p^{concrete}$</td>
<td>heat capacity of concrete</td>
</tr>
<tr>
<td>$C_p^{paste}$</td>
<td>heat capacity of cement paste</td>
</tr>
<tr>
<td>$C_f$</td>
<td>cement factor</td>
</tr>
<tr>
<td>CBP</td>
<td>Cementitious Barriers Partnership</td>
</tr>
<tr>
<td>CS</td>
<td>chemical shrinkage</td>
</tr>
<tr>
<td>$C_nS$</td>
<td>calcium silicate</td>
</tr>
<tr>
<td>CTE</td>
<td>coefficient of thermal expansion</td>
</tr>
<tr>
<td>d</td>
<td>days (curing time)</td>
</tr>
<tr>
<td>E</td>
<td>bulk modulus of porous material</td>
</tr>
<tr>
<td>$E_s$</td>
<td>bulk modulus of solid framework within a porous material</td>
</tr>
<tr>
<td>FA</td>
<td>fly ash</td>
</tr>
<tr>
<td>H-S</td>
<td>Hashin – Shtrikman (bounds)</td>
</tr>
<tr>
<td>HCSS</td>
<td>hard core / soft shell</td>
</tr>
<tr>
<td>HPC</td>
<td>high performance concrete</td>
</tr>
<tr>
<td>IC</td>
<td>internal curing</td>
</tr>
<tr>
<td>k</td>
<td>thermal conductivity</td>
</tr>
<tr>
<td>LWA</td>
<td>lightweight aggregate</td>
</tr>
<tr>
<td>$M_{t,j}$</td>
<td>mass fraction of jth phase in concrete</td>
</tr>
<tr>
<td>$M_{t}^{fineagg}$</td>
<td>mass fraction of fine aggregate</td>
</tr>
<tr>
<td>$M_{t}^{crseagg}$</td>
<td>mass fraction of coarse aggregate</td>
</tr>
<tr>
<td>$M_{LWA}$</td>
<td>mass of (dry) LWA</td>
</tr>
<tr>
<td>PSD</td>
<td>particle size distribution</td>
</tr>
<tr>
<td>r</td>
<td>radius of meniscus</td>
</tr>
<tr>
<td>R</td>
<td>universal gas constant [8.314 J/(mol·K)]</td>
</tr>
<tr>
<td>RH</td>
<td>relative humidity</td>
</tr>
<tr>
<td>S</td>
<td>degree of saturation</td>
</tr>
<tr>
<td>SF</td>
<td>silica fume</td>
</tr>
<tr>
<td>SRA</td>
<td>shrinkage reducing admixture</td>
</tr>
<tr>
<td>T</td>
<td>temperature</td>
</tr>
<tr>
<td>$V_n$</td>
<td>molar volume of pore solution</td>
</tr>
<tr>
<td>w/c</td>
<td>water to cement ratio</td>
</tr>
<tr>
<td>w/cm</td>
<td>water to cementitious material ratio (includes cement + slag cement + fly ash + silica fume)</td>
</tr>
</tbody>
</table>
LIST OF ABBREVIATIONS AND ACRONYMS (contd)

\( x \) volume fraction
\( \alpha_{\text{max}} \) maximum achievable degree of hydration
\( \varepsilon \) linear strain
\( \gamma \) surface tension
\( \phi_{\text{LWA}} \) absorption (desorption) of lightweight aggregate
\( \sigma_{\text{cap}} \) capillary tension (pressure)
\( \theta \) contact angle
ABSTRACT

The goal of long lasting concrete for critical infrastructure applications can only be achieved when early-age cracking is avoided. This includes nuclear facilities, including waste processing, containment and storage facilities and power plant facilities. Consequently, this topic is crucial to the mission of the Cementitious Barriers Partnership (CBP). Since most concrete is cast in place, field conditions, including environmental and workmanship parameters, can significantly influence early-age cracking tendencies. Beyond this, two inherent contributions to early-age cracking are thermal and autogenous deformations. In this chapter, these latter two contributions are reviewed from the three perspectives of basic mechanisms, relevant material properties, and successful mitigation strategies for portland cement-based concrete. Cementitious waste forms have unique chemistry and will need to be considered on a case by case basis.

For thermal deformations, key considerations are hydration rates and the thermophysical properties of the cement paste or concrete. The heat of hydration of the binder sets the limit on the ultimate possible temperature rise of the concrete. Equally important to this ultimate heat of hydration is the hydration rate that governs when and how fast this heat is produced within a cement paste or concrete element. Thermophysical properties of relevance include heat capacity, thermal conductivity, and coefficient of thermal expansion. Methods for measuring these properties are discussed and representative data presented.

Autogenous deformations are driven by the volumetric chemical shrinkage that accompanies the reactions of cementitious binders. Under non-saturated conditions, this chemical shrinkage leads to self-desiccation and the creation of internal stresses and strains. Autogenous shrinkage is generally increased in lower water-to-cementitious materials ratio (w/cm) systems and in systems that contain fine supplementary cementitious materials such as silica fume and slag. Measurement of internal relative humidity provides a convenient method for onsite monitoring of the self-desiccation process.

A wide variety of mitigation strategies have been successfully employed to mitigate thermal and autogenous contributions to early-age cracking. Modifications to the mixture proportions such as an increase in w/cm ratio, the utilization of a coarser cement, or a partial replacement of cement with a coarse limestone powder can effectively reduce both the maximum temperature rise and the autogenous shrinkage experienced by a concrete mixture. Two other well-developed mitigation strategies, specifically for reducing autogenous shrinkage, are the utilization of shrinkage-reducing admixtures and the application of internal curing, using
1.0 INTRODUCTION

For the long term performance of concrete to be acceptable and predictable, in general, early-age cracking should be avoided. For example, it is known that the early-age transverse cracking of over 100,000 bridge decks in the U.S. has led to “premature corrosion of the reinforcing steel and spalling of the protective concrete cover, resulting in increased maintenance costs and reduced service life” (Cusson 2005). Improper design practices can contribute to early-age cracking, but for this review, it will be assumed that a correct design has been performed. Additionally, many field practices including concrete placement, finishing, and curing can contribute to early-age cracking, but it will be assumed that these steps are performed in a proper and controlled manner. It is further recognized that field environmental and restraint conditions may be quite different from those employed in conventional laboratory testing. Temperature, relative humidity, and wind extremes may cover a much larger range for a new concrete construction than that investigated in a typical laboratory study where environmental conditions are often held constant. Structural restraint will be a function of design and field conditions and may differ significantly from restraint conditions (if any) employed in lab testing.

The focus of this chapter will thus be on the inherent properties of hardening portland cement-based paste and concrete that contribute to the occurrence of early-age cracking, and mixture proportioning and other mitigation strategies that can be employed to reduce the probability of such cracking. Many of these issues are addressed in further detail in the recent state-of-the-art report produced by the American Concrete Institute (ACI) Committee 231 – Properties of Concrete at Early Ages (ACI 231 2009). While the definition of “early age” is arbitrary and somewhat controversial even within ACI, for the purposes of this chapter, it shall be considered as the time from concrete placement until an age of 7 days (d) (under ordinary field curing temperatures). It should also be recognized that even when cracking does not occur during these first 7 d, the thermal and autogenous stresses that are developed during this time can contribute to later age cracking that may be due to drying or other crack-inducing (degradation) mechanisms. Cementitious waste forms have unique chemistry and will need to be considered on a case by case basis.

Assuming proper design, placement, finishing, and curing, the two major remaining contributions to early-age cracking are the stresses that develop due to thermal and autogenous deformations. The cement hydration and pozzolanic reactions are exothermic, generating significant heat that must be dissipated from the concrete to the surroundings. Two important characteristics for a given concrete mixture in a given structure are the maximum internal temperature achieved and the maximum temperature gradient that exists across the concrete member during curing. When the former is too high (> 60°C), certain cement hydration phases such as ettringite may become unstable and dissolve; their subsequent and expansive reprecipitation that may occur when the concrete returns to lower temperatures can cause internal and external cracking. In terms of the temperature gradient across the concrete member, if it becomes too large, the induced thermal stresses may exceed the strength of the concrete and cause cracking. Because of this risk of thermal cracking, many specifications detail the maximum allowed values for these two pre-wetted lightweight aggregates for example. Both of these have progressed from laboratory evaluation to field applications in recent years and their ability to reduce plastic shrinkage cracking (as well as early-age cracking after set) has been recently documented.
quantities, particularly in mass concrete structures. Thermal issues are generally more pronounced in larger structures due to their lower surface to volume ratio that reduces the quantity of heat lost to the environment relative to that being generated internally by the hydration reactions. The problem is compounded by the fact that any internal temperature increases also increase the cement hydration rates producing an autoacceleratory thermal response that may be detrimental to short and long term performance.

A second inherent characteristic of the cement hydration and pozzolanic reactions is that they are accompanied by a chemical shrinkage, due to the fact that the reaction products occupy considerably less volume than the reactants. The ultimate chemical shrinkage of a typical hydrating portland cement paste can be on the order of 10% by volume (Bentz 2008). If additional curing water is not readily available, after set, this chemical shrinkage will be accompanied by the creation of empty capillary porosity within the hydrating cement paste, known as self-desiccation. The menisci in remaining partially-filled pores will in turn create autogenous stresses that will produce an autogenous shrinkage that may lead to early-age cracking when the concrete is restrained (externally or internally). Cracks may be produced in the vicinity of the internal restraints (steel reinforcement and aggregates) or through the depth of the concrete member when sufficient external restraint is present. Unlike thermal cracking, under isothermal conditions, autogenous deformation is inherently size independent. In real world (semi-adiabatic) conditions, however, specimen size will influence autogenous and total shrinkage response (Durán-Herrera et al. 2008).

### 2.0 THERMAL CRACKING CONSIDERATIONS

#### 2.1 Heat of Hydration

As cement hydrates, a significant amount of energy is released as heat. This heat of hydration must be included in any early-age model of heat transfer and/ or thermal cracking in a concrete. The heat released is dependent on the phase composition of the cement; literature values for the various cement clinker phases are compiled in Table 1 (Taylor 1997; Fukuhara et al. 1981).

<table>
<thead>
<tr>
<th>Phase</th>
<th>Enthalpy (kJ/kg phase)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₃S</td>
<td>-517 ±13</td>
</tr>
<tr>
<td>C₂S</td>
<td>-262</td>
</tr>
<tr>
<td>C₃A</td>
<td>-908, -1672, -1144*</td>
</tr>
<tr>
<td>C₄AF</td>
<td>-418, -725*</td>
</tr>
</tbody>
</table>

+For C₃A and C₄AF hydration, values are for conversion to C₃AH₆, ettringite, and monosulfate (AFm) phase (only for C₃A), respectively. Cement chemistry notation is used throughout this chapter.

---

1Cement chemistry notation for oxides related to portland cement: CaO = C, SiO₂ = S, Al₂O₃ = A, Fe₂O₃ = F, SO₃ = S, CO₂ = C, K₂O = K, Na₂O = N, MgO = M, H₂O = H.
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2.2 Thermophysical Property Development – Heat Capacity, Thermal Conductivity, and Coefficient of Thermal Expansion

The dissipation of the heat produced by the hydration reactions will depend strongly on the thermophysical properties of the concrete including density, heat capacity, and thermal conductivity. Because the hydration of portland cement significantly alters the volume fractions and spatial arrangement of solids, liquids, and gases (air voids and empty capillary pores) within the three-dimensional microstructure, it would be expected that these thermophysical properties could vary with hydration. As shown in Figure 1, the heat capacity of cement paste is a strong function of both water-to-cement ratio (w/c) and curing conditions (Bentz 2007a). This is mainly due to the high heat capacity of free water (4.18 J/(g•K) vs. about 0.75 J/(g•K) for dry cement powder) that dominates the cement paste heat capacity, so that the cement paste heat capacity decreases as free water is chemically and physically bound into hydration products. More water (higher w/c) results in a higher heat capacity, as does saturated curing, with its accompanying water imbibition, relative to sealed curing.

In going from cement paste to concrete, a simple law of mixtures can be applied where the heat capacity of the concrete is the mass-weighted average of its components: cement paste, aggregates, steel, and fibers. For a basic unreinforced concrete, the law of mixtures would be (Waller, De Larrard & Roussel 1996):

\[
C_p^{\text{concrete}} = C_p^{\text{paste}} \frac{M_f^{\text{paste}}}{M_f^{\text{concrete}}} + C_p^{\text{fineagg}} \frac{M_f^{\text{fineagg}}}{M_f^{\text{concrete}}} + C_p^{\text{crseagg}} \frac{M_f^{\text{crseagg}}}{M_f^{\text{concrete}}}
\]

where:

\(C_p^{\text{paste}}\) represents the heat capacity of the hydrating cement paste at the age (degree of hydration) of interest, as provided in Figure 1, and \(M_f^{\text{j}}\) is the mass fraction of the jth phase.
As shown in Figure 2, within the experimental error of the measurement, the thermal conductivity of hydrating cement pastes is basically a constant value of 1.0 W/(m·K), for the two values of w/c and the two curing conditions used in (Bentz 2007a). The thermal conductivities of the starting materials (water: 0.604 (W/m·K) and cement: 1.55 W/(m·K) at 20 °C) and those of the hydration products are apparently close enough to one another that as solid and liquid pathways are percolated, depercolated, and repercolated during the course of hydration and aging, the thermal conductivity remains essentially unchanged (e.g., within ± 10%).

For thermal conductivity, in going from cement paste to concrete, the Hashin-Shtrikman (H-S) bounds (Hashin & Shtrikman 1962) can be applied by considering the concrete to be a two-phase composite consisting of aggregates in hydrated cement paste and ignoring any air entrainment. The interfacial transition zones are also ignored, since Figure 2 showed that the thermal conductivity was insensitive to water to cement ratio (w/c). Knowing the thermal conductivity of the specific aggregates (Horai 1971) and assuming a value of 1.0 W/(m·K) for the hydrated cement paste, equations (2) and (3) below can be applied to determine lower and upper bounds (k₁ and k₂, respectively) for the thermal conductivity of any concrete composite of known mixture proportions. Typically cement paste is considered as phase 1 and the aggregates as phase 2 because the thermal conductivity of most aggregates is higher than the nominal value for cement paste of 1.0 W/(m·K) and because equations (2) and (3) require k₂ ≥ k₁. Lightweight aggregates with their much lower thermal conductivity could be an exception to this;
in that case, the aggregates could be considered as phase 1 and the higher thermal conductivity cement paste as phase 2.) Finally, a reasonable estimate of the thermal conductivity of the concrete of interest could be taken as the mean of these upper and lower bounds.

As an example, Figure 3 shows the computed Hashin-Shtrikman bounds for a concrete containing limestone aggregates with \( k_2 \approx 3 \) W/(m•K) (Kim et al. 2003; Vosteens & Schellschmidt 2003). For the typical cement paste volume fraction of 30% to 35%, the concrete would be expected to have a thermal conductivity of 2.1 W/(m•K) to 2.2 W/(m•K). While the H-S bounds are fairly tight in Figure 3, for siliceous aggregates, such as quartz, with their higher thermal conductivity of \( \approx 5 \) W/(m•K) to 8 W/(m•K) (Horai 1971; Kim et al. 2003; Bougerra et al. 1997), the H-S bounds will be wider and the inaccuracy of using the mean H-S value as an estimate for the concrete could increase.

Equally important to predicting early age thermal cracking is an accurate characterization of the concrete's coefficient of thermal expansion (CTE). This property is particularly difficult to measure at early ages due to the confounding influences of the ongoing hydration and other effects (Bjontegaard 1999). Fiber optic-based techniques may offer an

\[
k_l = k_1 + \frac{x_2}{1 + \frac{x_1}{k_2 - k_1} + \frac{x_1}{3k_1}}
\]

\[
k_h = k_2 + \frac{x_1}{1 + \frac{x_2}{k_1 - k_2} + \frac{x_2}{3k_2}}
\]

where:

\( k_l \) and \( k_h \) are the thermal conductivities of the cement paste and aggregate, respectively, and \( x_1 \) and \( x_2 \) are their respective volume fractions \( (x_1 + x_2 = 1) \).
in-situ non-destructive solution to this dilemma (Brown et al. 2004; Viviani, Glisic & Smith 2007). CTE values of 10 x 10^{-6} [K^{-1}] to 12 x 10^{-6} [K^{-1}] are typically employed for concrete at early ages. Measurement details can be found in the recent ACI state-of-the-art report (ACI 231 2009).

2.3 Modeling Heat of Hydration and Exothermic Hydration Processes

Computer models have been successfully applied for predicting the heat release and temperature rise of cement paste and concrete mixtures (Bentz, Waller & De Larrard 1998; Maekawa, Chaube & Kishi 1999; Bentz 2007c). For example, in the latter case, chemical shrinkage measurements performed to an age of 12 hours on cement pastes were employed to calibrate the kinetics (hydration rate) of a computer model for cement hydration, which was then employed to predict successfully the previously measured 7-day and 28-day heat of hydration results for a number of portland cements. Other computer models go a step further to not only predict heat release and temperature rise but to consider also the generated thermal stresses and propensity for early-age cracking (ACI 231 2009). Examples of these that can be freely downloaded by the general public include HIPERPAV (http://www.hiperpav.com/) and Concreteworks (http://www.texaconcreteworks.com/).

3.0 AUTOGENOUS SHRINKAGE CONSIDERATIONS

3.1 Chemical Shrinkage

As cement hydrates, the volume of the hydration products is less than that of the starting materials (including water). Powers was the first to quantify the chemical shrinkage (water imbibition) of the various cement clinker phases (Powers 1935). An experimental technique for quantifying chemical shrinkage that was studied in detail by Geiker (Geiker 1983) has been approved by ASTM Committee C01 as Standard Test Method C1608 (ASTM C1608-06 2006). It is based on measuring the volume of water imbibed into a cement paste (or mortar) sample of known mass during hydration under isothermal saturated conditions. A similar technique has been standardized in Japan (Tazawa 1999). Due to the depercolation of the capillary porosity that may occur during hydration which limits this water...
transport (Powers, Copeland & Mann 1959; Bentz & Garboczi 1991), both the specimen thickness and the w/c must be within a limited range (nominally a few millimeters to 0.4 mm, respectively) to obtain meaningful results at later ages.

Chemical shrinkage can also be computed by assuming a set of cement hydration reactions and molar volumes for each cement component. This approach has been used by numerous authors (Bentz 1997; Justnes et al. 1999; Mounanga et al. 2005), with variable agreement between their published values. In general, though, the chemical shrinkages of the aluminate phases (C₃A and C₄AF) are about 50% higher, on a per unit mass basis, than those of the calcium silicates, which are about 0.07 mL water/g C₃S (C₃S indicating C₂S or C₃S). The chemical shrinkage of silica fume during its pozzolanic reaction with Ca(OH)₂ is particularly high, being on the order of 0.22 mL/g silica fume (Jensen 1990). Slag and fly ash also generally have chemical shrinkage coefficients that are two to three times those of portland cement (Bentz 2007b). As mentioned earlier, the ultimate chemical shrinkage of a typical hydrating portland cement paste can be on the order of 10% by volume or about 7% by mass. This means that for each 100 g of cement that are reacting, 7 g of additional curing water must be supplied if saturated conditions are to be maintained within the paste microstructure, thus avoiding self-desiccation and possible autogenous shrinkage, stresses, and cracking.

### 3.2 Self-Desiccation

When cured under sealed, partially saturated conditions, or saturated conditions but where depercolation of the capillary porosity has already occurred, chemical shrinkage can lead to the creation of empty porosity and a reduction in the internal RH, a process known as self-desiccation. In general, the largest pores within the cement paste microstructure will empty first during self-desiccation (Bentz 1997; Hua, Acker & Erlacher 1995). As shown in the Kelvin-Laplace equation (4) below, the menisci formed in these (partially) empty pores will create a capillary tension within the pore solution and also reduce the internal relative humidity (RH) of the specimen.

\[
\sigma_{\text{cap}} = \frac{2\gamma \cos \theta}{r} = -\frac{\ln(\text{RH})RT}{V_m}
\]

where:
- \(\sigma_{\text{cap}}\) is the capillary tension (Pa),
- \(\gamma\) is the surface tension of the pore solution (N/m),
- \(\theta\) is the contact angle between the pore solution and the capillary pore walls,
- \(V_m\) is the pore solution molar volume (m³/mol),
- \(r\) is the meniscus radius (m),
- RH is the relative humidity (with values between 0 and 1),
- R is the universal gas constant [8.314 J/(mol·K)], and
- T is the absolute temperature in K.

When mitigation strategies are considered later, it will be shown that equation (4) provides valuable insights into two common mitigation strategies, namely surface tension reduction via shrinkage-reducing admixtures (SRAs) and an increase in the size of the pores being emptied via internal curing (IC).

This self-desiccation process is largely responsible for the autogenous shrinkage of cement-based materials that has come to the forefront in recent years due to field problems with early-age cracking, particularly of high-performance concretes (HPC). Self-desiccation is not always detrimental, however, as it can be used to advantage in accelerating the drying of concrete floors prior to the application of carpeting and other coverings and may also increase the frost resistance of early age concrete. It has been the topic of a continuing series of international seminars, starting in 1997 (ed. Persson & Fagerlund 1997).
3.3 Internal Relative Humidity

As indicated above, measurement of the internal RH of cement-based materials can provide valuable insight into their internal stresses. Experimental methods have been developed both for laboratory measurements (Jensen and Hansen 1995a) and more recently for field use (Grasley, Ambrosia & Lange 2006), but only a few data from actual field exposures (other than industrial floors) have been published to date (Andrade, Sarria & Alonso 1999). A variety of RH probes that can be readily embedded in the hardening concrete are now commercially available. The reduction in internal RH will also reduce the hydration rates of the remaining cement clinker phases (Bentz 1997; Jensen et al. 1999). According to equation (4), this internal RH reduction will be significantly less in systems with higher \( \frac{w}{c} \) due to the initially larger spacing between cement particles (larger pore radii) (Bentz and Aitcin 2008). At a constant \( \frac{w}{c} \) and the same degree of hydration, the RH reduction at later ages (degree of hydration > 0.4) will be larger the finer the cement particle size distribution (PSD) (Bentz et al. 2001), as shown in Figure 4. This is once again due to interparticle spacing considerations, since this sets the scale of the initial capillary porosity. Silica fume, because of its extremely small particle size along with the high chemical shrinkage accompanying its pozzolanic reaction, can drastically increase the measured RH reduction during early age hydration (Jensen & Hansen 1995a; McGrath & Hooton 1991).

3.4 Autogenous Shrinkage

Until about the time of set, the chemical shrinkage occurring during cement hydration is accompanied by an equivalent overall volumetric reduction of the “fluid” material (Hammer & Heese 1999; Barcelo et al. 1999). During set, the cement paste develops

![Figure 4. Internal Relative Humidity vs. Degree of Hydration as A Function of Cement Fineness for Cement Pastes Prepared With \( \frac{w}{c} = 0.35 \) and Cured Under Sealed Conditions at 30°C (Bentz et al.2001).]
After setting, the measured autogenous deformation is much smaller (up to two orders of magnitude less) than the chemical shrinkage. In the past, autogenous shrinkage has been measured using either a volumetric (immersion of a latex membrane) or a linear (sealed corrugated tube) method (Barcelo et al. 1999; Jensen & Hansen 1995b; Jensen & Hansen 1996), but recently, Lura and Jensen have completed a detailed investigation that suggests that the former is an inappropriate method due mainly to the confounding influence of water ingress through the membrane during the measurement time (Lura & Jensen 2005). The linear method for cement pastes and mortars (Jensen & Hansen 1995b) is currently being balloted for standardization by the ASTM C09 Concrete and Concrete Aggregates committee.

The capillary tension ($\sigma_{\text{cap}}$) created in the pore solution during self-desiccation results in the autogenous deformation of the porous cementitious materials (e.g., concretes, grouts, and wasteforms). For such materials, the deformation can be estimated as (Bentz, Garboczi & Quenard 1998; MacKenzie 1950):

$$\varepsilon = \frac{S \sigma_{\text{cap}}}{3} \left( \frac{1}{E} - \frac{1}{E_s} \right)$$

where:

- $\varepsilon$ is the linear strain or shrinkage,
- $S$ is the saturation (fraction with values between 0 and 1) or fraction of water-filled porosity,
- $E$ is the bulk modulus of the porous material (Pa) with empty pores (dry), and
- $E_s$ is the bulk modulus of the solid framework within the porous material (Pa).

While equation (5) is an approximation for a purely elastic material, it has been applied with some success to cement-based materials (Lura, Jensen & van Breugel 2003). Extensions to include a visco-elastic component (creep) have also been made (Grasley et al. 2005). Baroghel-Bouny has pointed out the inherent similarities between autogenous shrinkage due to internal drying and drying shrinkage due to external drying (Baroghel-Bouny 1997).

Because the capillary stresses are a function of the size of the pores being emptied, autogenous deformation is an extremely strong function of w/c ratio, increasing dramatically as the w/c is lowered below 0.35 in portland cement systems. Further dramatic increases are observed in systems containing silica fume and slag additions (Bentz 2007b; Jensen & Hansen 1996; Lee et al. 2006). Conversely, due to its generally low reactivity at early ages, fly ash additions often function similar to an inert filler and may decrease autogenous deformation due to an increase in the effective w/c of the mixture (Bentz 2007b). At a constant w/c and degree of hydration, as shown in Figure 5, autogenous shrinkage is much greater in systems prepared with a finer cement. In fact, for the two coarser cements in Figure 5, an early age autogenous expansion is observed, most likely due to swelling induced by hydration product (such as ettringite or calcium hydroxide) formation (Bentz et al. 2001).

### 3.5 Modeling Autogenous Shrinkage and Early-Age Cracking

The extension from measuring autogenous shrinkage to predicting early age cracking is not an easy task. Many of the properties that must be properly accounted for are discussed in a recent paper (Moon et al. 2005). Several of the existing models for predicting field performance with respect to early age cracking, however, already do include both thermal and autogenous effects in some form (Roelfstra, Salet & Kuiks 1994; McCullough & Rasmussen 1999; Ruiz et al. 2005; Maekawa, Chaube & Kishi 1999; Tazawa 1999). Internal damage caused by self-desiccation...
has been observed to re-percolate capillary pore networks that were originally depercolated by hydration products (Bentz 2006b).

4.0 MITIGATION STRATEGIES

4.1 Mixture Proportioning

The semi-adiabatic temperature rise and autogenous deformation experienced by a concrete mixture are strongly dependent on the interparticle spacing and the surface area of the cementitious binder that is exposed to water (Bentz, Sant & Weiss 2008; Bentz & Peltz 2008). Since the 1950s, the general trends in cement production have been to manufacture finer cements with higher tricalcium silicate (and possibly tricalcium aluminate) contents and a generally increased alkali content (Bentz, Sant & Weiss 2008; Tennis & Bhatty 2005). Each of these changes contributes to an increased reactivity at early ages, increasing the semi-adiabatic temperature rise and likely also the temperature gradient across a concrete member. The increase in fineness also decreases the interparticle spacing resulting in increased autogenous deformation, particularly in lower w/c mixtures.

Increased reactivity at early ages will also increase autogenous shrinkage, as less time is available for the beneficial effects of creep and stress relaxation to partially offset the autogenous stresses and strains. With ASTM Type IV (low heat of hydration) cements no longer available in the U.S. State departments of transportation and other concrete specifiers are basically limited to requesting the optional heat of hydration limit provided as part of the ASTM C150 specification for Type II cements if a reduced heat generation (reactivity) at early ages is desired or deemed necessary.

As indicated in Table 2, modifications to the mixture proportions can reduce both the semi-adiabatic temperature rise and the net autogenous deformation. Increasing the w/c from 0.35 to 0.4, switching to a coarser cement, or replacing a portion of the cement with a coarse limestone are each effective in accomplishing this objective. However, in each case, there is a concurrent reduction in 28 d strength, as increased (early-age) strength and a reduced probability for early-age cracking are often conflicting performance goals that must be carefully balanced in an appropriate design of a concrete member.
mixture. While not included in the study in the Bentz & Peltz 2008 study, high volume fly ash mixtures that slowly hydrate and develop strength can also substantially reduce semi-adiabatic temperature rise and early-age autogenous shrinkage (Mehta 2004; Houk, Borge & Houghton 1969).

4.2 Reduction of Temperature Rise and Thermal Gradients

A variety of proven technologies are available for reducing the maximum temperature rise and temperature gradients in mass concrete construction including; the use of ice as part of the mixing water, chilled aggregates, cooling pipes, night time pours, insulating blankets, fly ash additions, and the incorporation of phase change materials into the concrete mixture (Mihashi et al. 2002). These approaches generally reduce the hydration rates or increase the thermal capacity of the concrete such that the heat generated by the hydration reactions results in a smaller temperature rise within the concrete member.

4.3 Shrinkage-Reducing Admixtures

Traditionally employed to reduce drying shrinkage, shrinkage-reducing admixtures (SRAs) have also proven effective in reducing plastic (Lura et al. 2007) and autogenous shrinkage (Bentz, Geiker & Hansen 2001; Bentz 2006a). These chemical admixtures reduce the surface tension of the pore solution by up to a factor of two, resulting in a proportional decrease in capillary stresses according to equation (4). Generally, they also significantly increase the viscosity of the pore solution, which can improve durability and increase service life by reducing transport by diffusion, sorption, and/or flow under pressure (Bentz et al. 2008; Bentz et al. 2009).

Figure 6 provides an example of the measured reduction in autogenous deformation produced by the incorporation of an SRA into a mortar cured under sealed conditions. In this case, the reduction in autogenous shrinkage is basically proportional to the reduction in surface tension achieved by the addition of 2% SRA by mass of cement. For certain cements, SRAs may also increase the autogenous expansion that is produced at early-ages (Weiss et al. 2008), further reducing the measured absolute shrinkage at later ages. However, it must be kept in mind that it is the net shrinkage (following any early-age expansion) that is most relevant for determining whether autogenous shrinkage cracking may occur (Cusson 2008).

Expansive cements are another viable approach for offsetting early-age shrinkage. Such cements may be

<table>
<thead>
<tr>
<th>Cement Paste or Mortar</th>
<th>Relative Strength at 28 d</th>
<th>Maximum Temperature (% Reduction vs. Control)</th>
<th>Autogenous Shrinkage (ε_{min} - ε_{max}) at 7 d and (% Reduction vs. Control)</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/c = 0.35 fine cement</td>
<td>100 %</td>
<td>66.9 °C (---)</td>
<td>-127 microstrains (---)</td>
</tr>
<tr>
<td>w/c = 0.35 coarse cement</td>
<td>74 %</td>
<td>47.4 °C (43 %)</td>
<td>-49 microstrains (61 %)</td>
</tr>
<tr>
<td>w/c = 0.40 fine cement</td>
<td>93 %</td>
<td>59.8 °C (16 %)</td>
<td>-100 microstrains (21 %)</td>
</tr>
<tr>
<td>w/cm = 0.357 fine cement/10 % fine limestone</td>
<td>93 %</td>
<td>58.8 °C (18 %)</td>
<td>-163 microstrains (-28 %)</td>
</tr>
<tr>
<td>w/cm = 0.357 fine cement/10 % coarse limestone</td>
<td>93 %</td>
<td>57.8 °C (20 %)</td>
<td>-88 microstrains (31 %)</td>
</tr>
</tbody>
</table>
either shrinkage-compensating or self-stressing. In the former case, the goal is to use the expansion to balance the shrinkage in order to prevent cracking. In the latter case, larger expansions are generated to actually stress the concrete internally provided that there is restraint to the expansion. Several thousands microstrain of expansion in concrete can be produced by using expansive cements (Nagataki & Gomi 1998). The most common method of producing an expansive cement is via the formation of ettringite. There are several additions that can be used to increase ettringite formation in a portland cement, including calcium aluminate cements or $C_4A_3S$.

It is generally accepted that in these cements, expansion is due to forces generated during the growth of preferentially oriented ettringite crystals. Other possibilities for producing expansive cements are via the hydration of free lime ($CaO$) or periclase ($MgO$) (Taylor 1997). In practice, expansive cements are sometimes difficult to regulate and control as the expansion produced will depend on the reactivity of the expansive components and their spatial distribution within the cement powder. Thus, while self-desiccation is generally uniform throughout a concrete (due to the continuity of the water phase), expansion due to ettringite crystal formation, for example, can be a highly localized phenomena, due to the discrete nature of the growing crystals (Bentz et al. 2001).

### 4.4 Internal Curing

A careful examination of equation (4) indicates another viable approach to reducing early-age autogenous deformation: increasing the size of the pores that are emptied during self-desiccation by providing a sacrificial set of large initially-water-filled pores. These water reservoirs are typically provided by pre-wetted light weight aggregates (LWA) (Philico 1991; Weber & Reinhardt 1995), superabsorbent polymers (Jensen & Hansen 2001; Jensen & Hansen...
pre-wetted wood fibers (Mohr et al. 2005), or pre-wetted crushed returned concrete aggregates (Kim & Bentz 2008). In the U.S., internal curing via LWA has been employed in several large scale concrete projects including a railway distribution yard (Villarreal & Crocker 2007), several bridge decks (Delatte et al. 2008), and a pavement (Friggle & Reeves 2008).

As mentioned earlier, the amount of internal curing water needed to maintain saturation of the capillary porosity is directly related to the chemical shrinkage of the cementitious materials in a concrete. For LWA reservoirs, this amount can be calculated according to (Bentz, Lura & Roberts 2005):

\[
M_{LWA} = \frac{C_f (CS) \sigma_{\text{max}}}{S \phi_{LWA}}
\]

where:

- \( M_{LWA} \) is the mass of (dry) LWA needed per unit volume of concrete (kg/m\(^3\) or lb/yd\(^3\)),
- \( C_f \) is the cement factor (content) for concrete mixture (kg/m\(^3\) or lb/yd\(^3\)),
- \( CS \) is the chemical shrinkage of cement (grams of water/gram of cement or lb/lb) at a degree of hydration equal to 100%,
- \( \sigma_{\text{max}} \) is the maximum expected degree of hydration of cement,
- \( S \) is the degree of saturation of aggregate (0-1), and
- \( \phi_{LWA} \) is the absorption of lightweight aggregate (kg water/kg dry LWA or lb/lb), or more appropriately desorption from saturated surface dry conditions down to about 93% RH.

In addition to supplying the needed volume of curing water, the spatial distribution of the water is also important. In this respect, using fine LWA as opposed to coarse LWA is preferable due to its more homogeneous and closer spaced distribution of the individual IC reservoirs throughout the concrete volume (Bentz & Snyder 1999; van Breugel & Lura 2000). A hard core/soft shell (HCSS) continuum microstructure model can be conveniently applied to quantifying this distribution and the “protected” paste volume for internal curing (Bentz & Snyder 1999; Bentz, Garboczi & Snyder 1999).

Figure 7 provides an indication of the reduction in autogenous deformation that is obtained when internal curing is used in a series of high performance blended cement mortars (Bentz 2007b). For systems with substantial pozzolanic reactions, such as those with silica fume and fly ash, IC may not totally eliminate autogenous shrinkage as some of this shrinkage may be due to the dissolution (and loss of micro-reinforcement) of calcium hydroxide crystals participating in the pozzolanic reactions with the mineral admixtures (Bentz & Stutzman 1994). For pure portland cement mixtures or those with a more hydraulic slag (as indicated in Figure 7), the autogenous deformation can be effectively totally eliminated by the appropriate addition of pre-wetted LWA.

Comprehensive information on internal curing will soon be available in a guide on the topic that is being prepared by ACI Committee 308 – Curing Concrete. To date, the most comprehensive review was that provided by Hoff (Hoff 2002). In addition, a comprehensive bibliography on internal curing is available via the Internet (Internal Curing of Concrete 2009). Recent results have indicated that internal curing can also be an effective means of reducing plastic shrinkage cracking, in addition to its well established reductions in autogenous deformation (Henkensiefken et al. 2009).
Figure 7. Autogenous Deformation of the Blended Cement Mortars: 8% Mass Fraction Silica Fume (SF) (top), 20% Mass Fraction Slag (middle), and 25% Mass Fraction Type F Fly Ash (FA) (bottom) During 56 d of Sealed Hydration at 25°C (Bentz 2007b). (For the SF System, IC-8 and IC-10 Indicate Internal Curing Additions of 0.08 and 0.10 Mass Units of Water Per Mass Unit of Cement, Respectively.)
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<td>Time</td>
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<td>Temperature</td>
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<td>Velocity of fluid $i$ at the pore scale</td>
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<td>Water content</td>
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<td>$x, y, z$</td>
<td>Position</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Rate parameter in the hydration function $H(t)$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Parameter in the water diffusivity function $D(h)$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Parameter in the water diffusivity function $D(h)$</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Permittivity</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Porosity</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Parameter in the water diffusivity function $D(h)$</td>
</tr>
</tbody>
</table>
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ABSTRACT

This report reviews the most common mechanisms associated with the chemical degradation of cementitious materials. The review focuses on cases where the chemical degradation of the materials is triggered by the exchange of ionic species at the material/environment interface. In some cases, ionic species are leached out of the material while in other cases, external contaminants enter the material and affect the microstructure. Many situations involve simultaneous species ingress and leaching.

Since the transport of species is prominently involved in the chemical degradation of cementitious materials, the various mechanisms affecting the movement of ions in the pore solution of cementitious materials was first reviewed. Part of the review is dedicated to moisture transport. A more detailed report on this topic can be found in Chapter 2d.

Following this, common chemical degradation mechanisms were reviewed, namely chloride ingress and corrosion, carbonation, decalcification due to the leaching of hydroxide and calcium and external sulfate attack.

As mentioned earlier, only cases involving the exchange of ions at the material/environment interface were considered. “Internal” degradation mechanisms such as delayed ettringite formation (DEF) and alcali-silica reaction (ASR) were left aside. Although they are commonly observed on many existing structures, they can be avoided with proper material selection and concrete practice.

Various types of cementitious materials were described in the paper reviewed. The papers dealing with chloride ingress featured mostly mortar and concrete mixtures, while the carbonation studies were primarily made on hydrated cement pastes and mortars. In the case of external sulfate attack and decalcification, the papers reviewed in this chapter were mostly based on hydrated cement pastes, which make characterization easier due to the absence of aggregates. No studies dedicated specifically to wasteforms were reviewed.

1.0 INTRODUCTION

While interacting with its service environment, concrete and other cementitious materials often undergo significant alterations that often have adverse consequences on their engineering properties. As a result, the durability of hydrated cement systems and their constituent phases has been studied closely by scientists and engineers. The alteration to microstructure occurs mostly following ionic exchanges between the hydrated cement paste and the environment. The exchanges affect the equilibrium between the pore solution of cementitious materials and the solid phases of the paste, resulting in dissolution and/or precipitation of minerals.
Since the transport of species is prominently involved in the chemical degradation of cementitious materials, the various mechanisms affecting the movement of ions in the pore solution of cementitious materials were reviewed. The basic principles of gas transport are also outlined. A section of the review is also dedicated to moisture transport. However, a more detailed report on this topic can be found in the chapter dedicated to hydraulic properties.

Then, different chemical degradation phenomena were reviewed. Microstructural alterations resulting from exposure to chlorides and carbon dioxide are discussed. Sulfate attack from external sources is described including processes resulting in the formation of ettringite and thaumasite. Finally, the decalcification of hydrated cement pastes resulting from the leaching of calcium and hydroxide in the external environment is discussed. Some chemical degradation phenomena ultimately lead to physical damage on the material. The mechanical aspects were reviewed in the chapter dedicated to the mechanical damage review.

The review only focused on degradation cases involving the exchange of ions at the material/environment interface. “Internal” degradation mechanisms such as delayed ettringite formation (DEF) and alcali-silica reaction (ASR) were left aside. DEF affects structures that exhibited internal temperature above 70°C during the hydration process, resulting in a deleterious dissolution/precipitation sequence for ettringite. ASR is concerned with the formation of a gel around reactive aggregates that causes tension and ultimately cracks in the concrete. Although these two mechanisms are commonly observed on many existing structures, they can be avoided with proper material selection and concrete practice.

The paper reviewed showed a large range of material types. The papers dealing with chloride ingress featured mostly mortar and concrete mixtures, while the carbonation studies were primarily made on hydrated cement pastes and mortars. In the case of external sulfate attack and decalcification, the papers reviewed in this chapter were mostly based on hydrated cement pastes, which make characterization easier due to the absence of aggregates. No studies dedicated specifically to wasteforms were reviewed.

2.0 TRANSPORT MECHANISMS

2.1 Ionic Transport

The development of ionic transport models in cementitious materials has initially been motivated by concerns over the premature degradation of concrete structures exposed to chloride-laden environments. Early models were typically limited to simplified equations describing the diffusion of a single ion (e.g., chloride) in saturated concrete. These simple models were gradually improved to account for the complexity of ionic transport in unsaturated systems. Multi-ionic models that consider not only diffusion but other transport mechanisms, such as water movement under the effect of humidity gradients, were proposed and tested.

The description of transport phenomena is usually performed by writing the mass conservation equations at the pore level. The equations are then averaged over a Representative Elementary Volume (REV) of the material. By solving the averaged mass transport equations, one can therefore perform simulations at the scale of the concrete element.

At the pore scale, it is typically assumed that ions can be transported by a combination of two phenomena: an electrochemical potential gradient and the advection caused by a flow of the aqueous solution (Bockris 1970, Helfferich 1961):

\[ \mathbf{j}_i = -\frac{D_i^e}{RT} c_i \nabla \mu_i + \frac{c_i \mathbf{v}}{D_i} \]  \hspace{1cm} (1)
where: $c_i$ is the concentration of ionic species $i$, $D_i^o$ is the diffusion coefficient in free water, $\mu_i$ is the electrochemical potential, $R$ is the ideal gas constant, $T$ is the temperature and $v$ is the velocity of the liquid phase.

The electrochemical potential $\mu_i$ is defined as:

$$
\mu_i = \mu_i^o + RT \ln(\gamma_i c_i) + z_i F \psi
$$

(2)

where: $\mu_i^o$ is a reference level, $\gamma_i$ is the chemical activity coefficient, $z_i$ is the valence number of the ionic species, $F$ is the Faraday constant and $\psi$ is the diffusion potential.

Substituting Equation (1) in (2) yields (Samson 2007):

$$
j_i = -D_i^o \nabla(c_i) - \frac{D_i^o z_i F}{RT} c_i \nabla(\ln \gamma_i)
- D_i^o c_i \nabla(\ln \gamma_i) \nabla(T) + c_i v
$$

(3)

Each term on the right-hand side of Eq. (3) corresponds to a different mechanism. The first term, often called the diffusion term or Fick’s law, describes the movement of ionic species under the effect of a concentration gradient.

The second term involving the diffusion potential is responsible for maintaining the pore solution electroneutrality by slightly altering the velocity of individual species. The diffusion potential thus couples each individual flux equation (Sten-Knudsen 2002).

The chemical activity term is essentially a correction to the flux when the ionic strength of the pore solution is high. The chemical activity term in Equations (2) and (3) can be estimated using an equation that relates the chemical activity coefficient $\gamma_i$ to the concentrations in solution. Classical electrochemical models like the Debye-Hückel or extended Debye-Hückel relationship are valid for weak electrolytes for which the ionic strength is on the order of 100 mmol/L, while the Davies correction can be used to describe the behavior of more concentrated solutions, i.e., with ionic strengths up to 300 mmol/L (Pankow 1994). Pore solutions extracted from hydrated cement systems are more in the 300 mmol/L (Hidalgo 2001) to 900 mmol/L range (Reardon 1992). As reported in (Zemaitis 1986), many models were developed to estimate the activity coefficients for highly concentrated solutions. One of the most commonly used approach is the implementation of Pitzer’s ionic interaction model proposed by Harvie, Moller and Weare (Harvie 1984). Pitzer’s model was used by Reardon (Reardon 1990) to model the hydrated paste/solution chemical equilibrium.

The next term in Equation (3), which involves temperature, is called the Soret effect. It describes the influence of a temperature gradient on the ionic flux.

The constitutive Equation (3) can be simplified in some specific cases. For instance, the Soret effect term (i.e., the fourth term in the equation) which describes the influence of temperature gradient on ionic flux, can be neglected for isothermal cases. In saturated materials, the term associated with the fluid velocity is most of the time neglected since pressure gradients to which structures are usually exposed are too weak to induce a flow given the low permeability of concretes.

To get the complete transport equation, the constitutive Equation (3) is substituted in the mass conservation relationship (Bear 1991):

$$
\frac{\partial c_i}{\partial t} + \text{div}(j_i) + r_i = 0
$$

(4)

where: $r_i$ is the reaction rate term accounting for complexation in the solution. The complexation reactions are assumed to take place solely within the aqueous phase. The formation of CaOH$^+$ is an example
of complexation reaction: \( \text{Ca}^{2+} + \text{OH}^- \leftrightarrow \text{CaOH}^+ \). At the pore scale, the other types of chemical reactions, i.e., dissolution/precipitation and surface adsorption, could be modeled by exchange terms at the aqueous/solid interface.

Combining Equations (3) and (4) gives the complete ionic transport equation in the aqueous phase at the pore scale:

\[
\frac{\partial c_i}{\partial t} - \text{div}\left( D_i^w \text{grad}(c_i) \right) + \frac{D_i^s z_i F}{RT} c_i \text{grad}(\nu) + D_i^s c_i \text{grad}(\ln \gamma_i) = \frac{D_i^s c_i \text{grad}(\ln \gamma_i)}{T} \text{grad}(T) - c_i v + r_i = 0
\]  

(5)

However, modeling transport of ions at the pore scale is currently a very difficult task. One has to have some 3-D representation of the entire porous network. The computational resources required to conduct such calculations are large but obtainable on modern parallel computers. To circumvent this difficulty, and to make the calculation more tractable, pore scale equations can be averaged over the scale of the material using a mathematical procedure called homogenization. The general application of the method can be found in (Bear 1991, Hassanizadeh 1979). The technique was specifically applied to cementitious materials in (Samson 2005). It should be noted that (Johannesson 2003) developed an ionic transport model on the basis of mixture theory and obtained similar results. In the homogenization (or averaging) technique, equations are integrated over the Representative Elementary Volume (REV) to lead to the equations at the scale of the material. The averaged form of Equation (5) is (Samson 2007):

\[
\frac{\partial (\theta_i C_i^s)}{\partial t} + \frac{\partial (w C_i)}{\partial t} - \text{div}\left( D_i^w w \text{grad}(C_i) + D_i^s z_i F w \text{grad}(\Psi) \right) + D_i w C_i \text{grad}(\ln \gamma_i) + \frac{D_i C_i \text{grad}(\ln \gamma_i)}{T} w \text{grad}(T) - C_i v + w R_i = 0
\]

(6)

where: the uppercase parameters represent the average of the corresponding quantity in Equation (5). The averaging process introduces the volumetric water content \( w \) in the mass transport equation. Also, a term involving the solid phase fraction \( \theta_i \) and the content of the ionic species \( i \) bound to the solid matrix, \( C_i^s \), is now part of the relationship. This term is used to model chemical reactions between the pore solution and the hydrated cement paste. More details on the subject will be given in the following sections. On the contrary, the term \( R_i \) dedicated to homogeneous chemical reactions is in most cases neglected\(^1\) in the papers reviewed for this report.

The parameter \( D_i \) in Equation (6) is the diffusion coefficient at the macroscopic level, which can be related to \( D_i^o \) by the expression:

\[
D_i = \tau D_i^o
\]

(7)

where: \( \tau \) is the tortuosity of the aqueous phase, a purely geometrical factor accounting for the complexity of the porous network.

Many authors have relied on this definition (Bear 1991, Samson 2007, Simunek 1994). Other authors (Emmanuel 2005, Zalc 2004) elected to work instead with the following definition:

\[
D_i = \frac{D_i^o}{\tau}
\]

(8)

\(^1\) The situation is different in groundwater transport, where the homogeneous reactions are an important part of the pollutant movement process (see for instance (MacQuarrie 2005)).
Several factors can affect the diffusion coefficient such as the degree of saturation of the material, the ambient temperature, and any modification to the pore structure of the material (either induced by continuing hydration of chemical reactions). As proposed by Saetta et al. (Saetta 1993), the different factors can be expressed as separate functions such as:

\[ D_i = \pi D^0_i \times S(w) \times G(T) \times H(t) \times M(\phi) \]  

(9)

The function \( S(w) \) models the effect of the degree of saturation on the diffusion process. Few saturation models have been developed specifically for cement-based materials. Samson and Marchand (Samson 2007) used a relationship derived by Quirk and Millington for transport in groundwater:

\[ S(w) = \frac{w^{7/3}}{\phi_o^{7/3}} \]  

(10)

where: \( \phi_o \) is the initial porosity of the material.

In the approach developed by Saetta et al. (Saetta 1993), the function \( S \) is based on the relative humidity inside the material:

\[ S(h) = \left( 1 + \frac{(1-h)^4}{(1-h_c)^4} \right)^{-1} \]  

(11)

where: \( h_c \) is the critical humidity threshold at which the diffusion coefficient loses half its value.

The effect of temperature has traditionally been considered using an exponential relationship that features the activation energy (Saetta 1993):

\[ G(T) = \exp \left[ \frac{U}{R} \left( \frac{1}{T_o} - \frac{1}{T} \right) \right] \]  

(12)

where: \( U \) is the activation energy of the diffusion process and \( T_o \) is a reference temperature, usually around 25°C.

Recently, Samson et al. (Samson 2007) derived an expression that was found to properly describe the effect of temperature on the transport of ions in different materials:

\[ G(T) = e^{0.028(t-t^*)} \]  

(13)

Similarly, different relationships have been developed to model the effect of hydration on diffusion. Some are listed here:

\[ a + (1-a) \left( \frac{t_{ref}}{t} \right)^{1/2} \]  

(14)

\[ H(t) = \left( \frac{t_{ref}}{t} \right)^m \]  

(Thomas 1999)

(15)

\[ a \left( 1 + (a-1)e^{-\alpha(t-t^*)} \right) \]  

(Samson 2007)

(16)

All these relationships have their maximum value early in the life of the material and decrease as the hydration process proceed. In most cases, \( t_{ref} \) is taken as 28 days. The relationships presented in references (Saetta 1993, Samson 2007) converge to \( a \) as \( t \rightarrow \infty \), whereas the one in reference (Thomas 1999) decreases with time. The influence of continuous hydration on the transport properties of concrete can be particularly significant for mixtures prepared with supplementary cementing materials such as fly ash for which the low hydration rate means that transport properties a poor at early ages but decrease slowly over the years to yield high-performance materials.

As previously mentioned, chemical reactions can locally modify the pore structure of concrete and its transport properties. For instance, the formation of new phases can lead to a reduction of the material’s porosity and contribute to reduce its transport properties. Likewise, the dissolution of existing phases can open the pore space and increase the diffusion coefficient. A modified version of the Kozeny-Carman relationship is often used in groundwater transport to calculate the correction factor \( M(\phi) \) that accounts for the effect of chemical alteration on the diffusion mechanism:

\[ M(\phi) = \left( \frac{\phi}{\phi_o} \right)^3 \left( \frac{1-\phi_o}{1-\phi} \right)^2 \]  

(17)
Relationships specifically devoted to cement-based materials have not been a major research topic. The following relationship was proposed recently (Samson 2006):

\[ M(\phi) = \left( \frac{e^{-4.3\phi/V_p}}{e^{-4.3\phi_0/V_p}} \right) \]  

(18)

where: \( V_p \) is the paste volume of the material.

In order to solve the general ionic transport Equation (6), other relationships are needed to evaluate the temperature, water content and diffusion potential fields. These points are described in the following sections.

The basic principles of ionic transport can be applied to gas transport. However, since the gas molecules do not bear electrical charges, the term associated with electrical coupling and chemical activity in Equation (6) are dropped. Also, the water content is replaced by the gas content. The interaction term in this case can account for the adsorption of gas on the pore walls of the material and on the dissolution of gas in the pore solution. These aspects are discussed in the section dedicated to carbonation.

### 2.2 Moisture Transport

Two main approaches have been used to model moisture movement in hydrated cement systems. The first one is based on a thorough description of all the phases involved in the process: liquid (aqueous solution), water vapor and dry air. Multiple mass conservation equations are invoked to obtain a description of the global moisture fields. The second approach can be derived from the first one under simplifying assumptions. It usually leads to the single equation (called the Richards’ equation), which allows the water content field to be evaluated. Both approaches are reviewed in the following paragraphs. A more detailed literature review on moisture transport mechanisms in the hydraulic properties report.

Mainguy et al. (Mainguy 2001) relied on the multiphase approach to describe moisture movement under isothermal conditions. The mass balance equations for the three phases (liquid water \((l)\), dry air \((a)\) and water vapor \((v)\)) that can be present in partially saturated concrete are given as:

#### Liquid

\[ \frac{\partial}{\partial t} (\phi p_l S_l) = -\text{div}(\phi S_l \rho_l v_l) - \mu_{l\rightarrow v} \]  

(19)

#### Water Vapor

\[ \frac{\partial}{\partial t} (\phi p_v (1 - S_l)) = -\text{div}(\phi (1 - S_l) \rho_v v_v) + \mu_{l\rightarrow v} \]  

(20)

#### Dry Air

\[ \frac{\partial}{\partial t} (\phi p_a (1 - S_l)) = -\text{div}(\phi (1 - S_l) \rho_a v_a) \]  

(21)

where: \( \phi \) is the porosity, \( p_i \) is the density of phase \( i \), \( S_l \) is the liquid water saturation, \( v_i \) is the velocity of constituent \( i \), and \( \mu_{l\rightarrow v} \) is the rate of liquid water vaporization.

The liquid phase velocity is given by the Darcy state law:

\[ \phi v_l = -\frac{K}{\eta_l} k_r(S_l) \text{grad}(p_l) \]  

(22)

where: \( K \) is the intrinsic permeability of the porous material, \( \eta_l \) is the dynamic viscosity of phase \( i \), \( k_r(S_l) \) is the relative permeability and \( p_l \) is the pressure.

The dry air and vapor phases state law is given by Fick’s relationship, expressed as:

\[ \phi g p_j v_j = \phi g p_j v_g - p_j \frac{D}{C_j} f(S_l, \phi) \text{grad}(C_j) \]  

(23)

where: \( v_g \) is the gas molar-averaged velocity satisfying Darcy’s law, \( D \) is the diffusion coefficient of water vapor or dry air in wet air, \( f \) is the resistance factor accounting for both the tortuosity effect and the reduction of space offered to the diffusion of gaseous constituents, and \( C_j \) is the ratio \( P_j/P_g \) with \( j = a \) or \( v \) (Degiovanni 1987).
Similar models were developed by Selih (Selih 1996) and Gawin (Gawin 2006). The model developed by Mainguy et al. (Mainguy 2001), has been found to properly reproduce isothermal drying test results. However, this approach has not been coupled with ionic transport models dedicated to cementitious materials.

Instead, a simplified approach is often selected to describe the variation in water content within cement-based materials. One of the main differences between two approaches is the assumption that gas pressure is uniform over the material and is equal to atmospheric pressure. Under this hypothesis, it has been shown (Samson 2005, Whitaker 1998) that the water content can be evaluated on the basis of Richards’ equation:

\[
\frac{\partial w}{\partial t} - \text{div}(D_w \text{grad}(w)) = 0
\] (24)

where: \( w \) is the volumetric water content and \( D_w \) is the nonlinear water diffusivity parameter.

Using this approach, the velocity of the fluid phase appearing in Equation (6) is given by:

\[
V = -D_w \text{grad}(w)
\] (25)

It is commonly accepted that \( D_w \) follows an exponential relationship (Hall 1994): \( D_w = A \exp(Bw) \), where \( B \) is positive. Instead of using the water content as a state variable, other authors have elected to model the relative humidity field \( h \), under the assumption that the driving force can be expressed as: \( V = -D_h \text{grad}(h) \). In that case, Equation (24) can be written as (Bazant 1971, Xi 1994, Garrabrants and Kosson 2003):

\[
\frac{\partial w}{\partial t} \frac{\partial h}{\partial h} - \text{div}(D_h \text{grad}(h)) = 0
\] (26)

Again, the moisture diffusivity parameter is a nonlinear function that can be expressed as:

\[
D_h = \lambda + \beta (1-2^{-10(h-1)}) \quad \text{(Xi 1994)}
\] (27)

\[
D_h = D_{100\%} \left[ a + \frac{1 - \alpha}{1 + \left( \frac{1 - h}{1 - h_c} \right)^n} \right] \quad \text{(Garrabrants and Kosson 2003)}
\] (28)

where: \( \lambda \), \( \beta \) and \( \gamma \) are parameters that need to be determined experimentally, \( D_{100\%} \) is the observed moisture diffusivity at 100% relative humidity, \( \alpha \) represents the ratio of \( D_{0\%} \) to \( D_{100\%} \), \( n \) is the spread in the drop of the S-shaped curve and \( h_c \) is a critical relative humidity corresponding to the center of the drop in the S-shaped curve.

### 2.3 Diffusion Potential

Many ionic transport models neglect the diffusion potential and the electrical coupling between ions. This is the case in groundwater modeling, where the ionic concentration levels are typically relatively low, at least compared to the pore solution of hydrated cement systems. Until recently, this was accepted as being applicable to ionic diffusion in concrete. However, some recent models are now considering coupling effects, assuming that the high concentration levels in the pores may cause strong concentration gradients, in which case the diffusion potential term in the mass conservation equation is no longer negligible. Some of these models will be reviewed when specific degradation mechanisms are addressed.

Two different approaches have been used to solve the diffusion potential variable. The first one relies on the null current density hypothesis \( \sum z_i j_i = 0 \) to eliminate the potential from the transport equation. This approach was taken by Truc et al. (Truc 2000) and Masi et al. (Masi 1997). The diffusion potential can also be taken into account with the use of Poisson’s equation that directly relates the potential to the concentration in solution. It is given here in its averaged form (Samson 2005):

\[
\text{div}(w \text{grad}(\Psi)) + \frac{w}{\bar{E}} \left( \sum_{i=1}^{N} z_i C_i \right) = 0
\] (29)
where: $\varepsilon$ is the permittivity of the solution (usually assumed to be the same as water) and $N$ is the total number of ionic species in aqueous phase. The coupling of Poisson’s equation with the ionic transport relationship was used in references (Johannesson 2003, Samson 2007) to model ionic transport.

2.4 TEMPERATURE-FIELD MODELING

Different modeling approaches have been proposed to predict temperature distributions in porous materials. The most comprehensive approach consists of resolving the energy balance equation for each phase in the porous medium. This approach was used by Schrefler (Schrefler 2004) to model the temperature and humidity fields in concrete structures exposed to fire. The relationships are coupled through balance equations at the interfaces between each phase. However, these terms prove difficult to evaluate and are often neglected.

For most long-term durability analyses, the energy conservation equation can be simplified to the well-known heat conduction relationship:

$$\rho C_p \frac{\partial T}{\partial t} - \text{div}(k \text{grad} T) = 0 \quad (30)$$

where: $\rho$ is the density of the material, $C_p$ is the heat capacity, and $k$ is the thermal conductivity. The thermal conductivity is a function of both the water content (saturation) and temperature (Kim 2003).

As emphasized in (Samson 2007), this relationship assumes that the heat of hydration effect are negligible after a few days, heat flow through convection caused by the fluid and gas movement in the material is negligible, and the heat capacity and conductivity parameter can be expressed as an average value of all the individual contribution of the various phases that compose the material. Equation (30) has been used by a few authors (Martin-Perez 2004, Saetta 1993) to evaluate the temperature field in concrete structures. However, temperature remains a parameter that is generally neglected in many concrete durability analyses.

3.0 CHLORIDE INGRESS AND CORROSION

As mentioned in the previous, the ingress of chloride and its role in corrosion initiation is what prompted the development of the first models dedicated to long-term durability analyses of concrete structures. The following sections summarize the different mechanisms involved during chloride ingress and the modeling approaches described in the literature.

3.1 Chloride Interaction with Hydrated Cement Systems

It is generally accepted that the penetration of chloride ions in cement-based materials does not readily lead to the formation of detrimental solid phases that may cause expansion and cracking. On the contrary, the interaction between chloride in solution and the paste is often considered to have a beneficial influence on the durability of reinforced concrete since the paste binds penetrating ions, slowing the rate of ingress toward reinforcing steel.

Analysis of cement systems exposed to chloride shows that they react with the aluminate phases in the paste to form Friedel’s salt: $3\text{CaO}.\text{Al}_2\text{O}_3$. $\text{CaCl}_2.10\text{H}_2\text{O}$ (Barberon 2005, Brown 2000, Brown 2004, Mohammed 2004, Nielsen 2005, Suryavanshi 1998). This chloride bearing AFm phase proved stable over a wide range of chloride concentrations (Birnin-Yauri 1998, Brown 2004): from a few mmol/L to greater than 3 mol/L.

Other phases have also been identified in synthetic cement systems, such as the chloro-sulfate AFm phase called Kuzel’s salt ($3\text{CaO}.\text{Al}_2\text{O}_3.\frac{1}{2}\text{CaCl}_2.\frac{1}{2}\text{CaSO}_4.10\text{H}_2\text{O}$) (Glasser 1999). Although no data could be found for the stability of Kuzel’s salt in presence of alkalis, the solubility data given in...
Various forms of calcium oxychlorides have been reported (Brown 2004) with the general composition of $x\text{Ca(OH)}_2 \cdot y\text{CaCl}_2 \cdot z\text{H}_2\text{O}$. The compositions range from the simple 1:1:1 compound to more complex 4:1:10 or 3:1:12 assemblages. These chloride-bearing phases have mostly been observed in synthetic hydrated materials. But most importantly, oxychlorides observed in such laboratory conditions were only formed at very high chloride concentrations. For instance, the formation of the 3:1:12 phase requires approximately 4 mol/L of chloride while the 1:1:1 oxychloride is formed at a 9 mol/L chloride concentration (Brown 2004). In most practical cases, such as marine structures exposed to seawater or bridges and parking structures exposed to deicing salts, these concentration levels are not reached. It is thus doubtful that they form in structures unless chloride is concentrated by evaporation.

While many studies focused on the formation of Friedel’s salt from hydrated C$_3$A systems, the role of Fe received very little attention. It is only recently that the formation of chloride-bearing minerals from hydrated C$_4$AF has raised interest. Suryavanshi et al. (Suryavanshi 1995) studied the binding of chloride in synthetic C$_4$AF hydrated with different levels of NaCl dissolved in the mix water. Chloride-bearing phases were identified using X-ray diffraction and differential scanning calorimetry. The results showed that a ferrite analogue to Friedel’s salt was formed: C$_3$F.$\text{CaCl}_2\cdot 10\text{H}_2\text{O}$. This solid phase was also observed in (Csizmadia 2001) where pastes made of hydrated C$_4$AF and gypsum were exposed to a 10% NaCl solution over one-day wetting/drying cycles for durations between 28 and 56 days.

The previous paragraphs were concerned with the chemical interaction of chloride with hydrated cement paste. Chloride also physically interacts with cement-based materials due to interaction at the pore solution/paste interface. In this case, new solid phases are not formed. Early binding experiments, such as the classical method devised by Luping and Nilsson (Luping 1993), give the overall amount of chloride that reacted with the material without making a distinction between physical and chemical interactions. But experiments with hydrated C$_3$S pastes (see for instance (Beaudoin 1990, Henocq 2006, Maltais 2004b) or synthetic C-S-H (Hong 1999) evidenced this phenomenon, since the absence of C$_3$A or C$_4$AF in these materials prevents the formation of Friedel’s salt.

### 3.2 Binding Mechanisms

Many recent studies suggest that Friedel’s salt formation is the result of chlorides reacting with hydrated phases such as monosulfates (SO$_4$ -AF$_m$). NMR results prompted Jones et al. (Jones 2003) to propose two different mechanisms for Friedel’s salt formation: dissolution/precipitation and ionic exchange. The authors argue that both mechanisms are taking place simultaneously, and that the relative importance of each one depends on the chloride concentration in the pore solution.

Many studies suggest that the main mechanism is ionic exchange. Suryavanshi et al. (Suryavanshi 1996) were among the first to raise this hypothesis, on the basis of pore solution analyses. They concluded that the positive principal layer of hydroxy-AF$_m$ C$_4$AH$_{13}$ ([Ca$_2$Al(OH)$_6$.$n$H$_2$O$^+$] releases an OH$^-$ ion in the pore solution and replaces it with a free Cl$^-$. The relationship between hydroxy-AF$_m$ and Friedel’s salt was further studied by Birnin-Yauri and Glasser (Birnin-Yauri 1998). Their results showed an almost complete solid solution between the two phases. Only a small solid miscibility gap was identified. Munshi et al. (Munshi 2005) based their chloride binding model on a complete exchange mechanism between C$_4$AH$_{13}$ and chloride ions in the pore solution:

$$X\text{-OH} + Cl^- \leftrightarrow X\text{-Cl} + OH^-$$  (31)
Ionic exchange was also proposed between sulfate AF_m (monosulfate) and Friedel’s salt (Hosokawa 2006). In this case, the proposed reaction releases sulfate in the pore solution upon chloride binding:

\[ X-\text{SO}_4 + 2\text{Cl}^- \leftrightarrow X-\text{Cl}_2 + \text{SO}_4^{2-} + 2\text{H}_2\text{O} \]  

where: X represents ion exchange sites.

Hosokawa devised a model that combines the monosulfate-based ionic exchange mechanism presented previously with a physical interaction model (Hosokawa 2006). As in the model developed by Henocq et al (Henocq 2006), physical interaction is attributable to surface complexation and the electrostatic interaction of ions with the surface of C-S-H is also considered. Results also confirm that chemical reactions contribute much more than physical interaction to the total amount of chlorides bound by hydrated cement systems (Figure 1).

![Graph showing contributions of chemical and physical binding of chlorides in a cement system](image)

**Figure 1. Contributions of the Chloride Chemical and Physical Binding In A Cement System (from (Hosokawa 2006))**
3.3 Modeling Chloride Ingress

As previously emphasized, early models, developed about 30 years ago, were based on a single mass transport equation solely limited to chloride transport. Under the following assumptions: negligible electrical coupling and chemical activity effects, constant temperature, saturated material, no complexation reactions in the pore solution, and a linear relationship between bound and free chloride, Equation (6) can be simplified:

$$\frac{\partial C}{\partial t} - D_{\text{app}} \frac{\partial^2 C}{\partial x^2} = 0$$  \hspace{1cm} (33)

where: $C$ is the chloride concentration in solution and $D_{\text{app}}$ is the apparent diffusion coefficient.

This coefficient integrates both the diffusion characteristics of the material and the effect of chemistry on chloride penetration. It is important to note that according to the theory leading to Equation (6), the parameter $C$ represents the chloride concentration in the pore solution. Under the assumption of constant $D_{\text{app}}$ and boundary condition at $x=0$, there exist an analytical solution to Equation (33) in a semi-infinite domain ($x \geq 0$):

$$C = C_o \text{erfc} \left( \frac{x}{\sqrt{4D_{\text{app}}t}} \right)$$  \hspace{1cm} (34)

where: $C_o$ is the chloride level at $x=0$.

It should be emphasized that the validity of Equation (34) rests on a series of simplifying assumptions that are never met in reality.

Equation (34) has been used very loosely over the past decades. For instance, it has been noticed that measured chloride profiles have a shape similar to that of the profiles predicted by Equation (33). Experimental values have then been used to fit Equation (34) and determine $C_o$ and $D_{\text{app}}$ (see for instance (West 1985, Ghods 2005). In addition to the questionable validity of Equation (33), this approach is also flawed because the variable $C$ appearing in Eqs. (32) and (33) corresponds to the concentration of ions in the pore fluid, whereas Eq. (33) is often used to fit to experimental profiles of the total chloride content!

Although this method is based on very shaky scientific foundations, it is still being used to estimate the service life of partially saturated structures exposed to chloride-laden environments. In an attempt to refine the analysis, some authors have relied on the isotherm method to describe chemical reactions (Tang 1993). According to this approach, the amount of bound chlorides is linked to the chloride concentration in solution by an empirical function similar to the curve shown on Figure 1. This method does not allow a distinction between chemically and physically bound chlorides. By neglecting phenomena such as electrical coupling, chemical activity effects and Soret coupling, Equation (6) becomes:

$$\rho \frac{\partial C^b}{\partial C} \frac{\partial C}{\partial t} + \frac{\partial (wC)}{\partial t} - \text{div}(wD\nabla C - VC) = 0$$  \hspace{1cm} (35)

where: $C^b$ is the amount of bound chlorides and $\rho$ is the density of the material. The term $\partial C^b/\partial C$ corresponds to the slope of the binding isotherm curve.

This modeling approach has been used in (Hansen 1999, Martin-Pérez 2001, Nagesh 1998, Saetta 1993, Swaddiwudhipong 2000). Equation (35) can be coupled with the heat conduction Equation (30) to take into account the effect of temperature (Hansen 1999). It can also be combined with the moisture transport Equation (24) or (26) to evaluate the moisture flux $V$ and the water content (Nagesh 1998, Swaddiwudhipong 2000). Some authors also proposed models where Equation (35) is coupled to both moisture and temperature diffusion equations (Martin-Pérez 2001, Saetta 1993).
While the previous approaches can be considered to be improvements over Fick’s second law of diffusion, they still neglect the interaction between the different ionic species present in solution. The current trend for ionic transport modeling focuses on multionic approaches. For instance, models proposed by Masi et al. (Masi 1997) and Truc et al. (Truc 2000) consider that the transport of chlorides is coupled to that of other ionic species, using Equation (6). In these papers, the diffusion potential that couples the ionic species is solved using the null current condition:\[ \sum_i z_i j_i = 0. \] The chloride interaction with the paste is based on an interaction isotherm that does not consider the presence of other ionic species.

In the model presented by Samson and Marchand (Samson 2007), chloride transport is based on the mass and energy conservation Equations (6), (24), (29) and (30). The model presented by the authors is based on a Sequential Non Iterative Approach where the transport equations and chemical reactions are solved separately. The chemical interaction of chlorides with the hydrated cement paste is based on an ionic exchange mechanism between monosulfates and Friedel’s salt as in Equation (32). Typical simulation results are presented in Figure 2. The predicted total chloride content accounts for chloride ions present in the pore solution and those found in Friedel’s salts.

### 3.4 Prediction of Corrosion Initiation

Reinforcing steel corrosion is mainly induced by the ingress of chlorides upon exposure to marine environment or deicing salts (Hope 1985). Due to the high pH of the concrete pore solution, the steel surface is naturally passivated. However, this protective layer can be destroyed in the presence of chlorides. Corrosion is initiated when the chloride concentration at the vicinity of the steel surface reaches a critical value, called the chloride threshold. This chloride threshold is usually expressed as a ratio between the concentration of chlorides and that of hydroxyl ions ([Cl\textsuperscript{-}]/[OH\textsuperscript{-}]) or by the total amount of chloride in the material (wt %) (Alonso 2000, Glass 1997, Hausmann 1967). A comprehensive review of threshold values is presented in (Alonso 2000). It shows a wide range of values depending on the characteristics of the mixture tested and on the test conditions. In most engineering analyses, the threshold value of 0.3% total chloride per cement weight (approximately 0.5g of total chloride per kg of concrete) specified by the Federal Highway Administration (USA) (FHWA 1998) is used.

The time needed to reach the critical chloride content for corrosion corresponds to the initiation period (Tuutti 1982). It is determined by a series of parameters such as the properties of the concrete cover, its thickness and the exposure conditions. Modeling the penetration of chloride ions within cement-based materials using an advanced modeling approach (see the previous section) can thus provide a proper way of predicting corrosion initiation if a reliable threshold can be estimated. Figure 3 illustrates a corrosion analysis based on the chloride ingress simulation showed in Figure 2. It presents the time evolution of the total chloride content at various locations within the concrete element, thus allowing the determination of the initiation time.

When the corrosion process is initiated, the formation of corrosion products can lead to stresses around the rebar that can damage the concrete cover. Different models develop to analyze this mechanical problem were reviewed in the mechanical damage report.

### 4.0 CARBONATION

The penetration of gaseous carbon dioxide within partially saturated concrete usually initiates a series of reactions with both ions dissolved in the pore solutions and the hydrated cement paste. The whole process can be summarized as a series of different steps: (1) gaseous carbon dioxide first penetrates the material, (2) gaseous carbon dioxide partitions in the pore solution mainly as HCO\textsubscript{3}\textsuperscript{-} and CO\textsubscript{3}\textsuperscript{2-}, and (3) the CO\textsubscript{3}\textsuperscript{2-} species reacts with dissolved calcium...
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Figure 2. Predicted Total Chloride Profile in a 20-year-old Parking Structure Using the Model Presented in (Samson 2007), Compared to Measurements Performed on Two Cores. (The inserted graph illustrates the time-dependent boundary conditions over one year.)

Figure 3. Chloride Content at Different Rebar Positions (The calculations correspond to the case presented in Figure 2)
to precipitate calcite, CaCO₃, as well as other CO₂-based solid phases. The consumption of calcium in solution leads to the dissolution of portlandite and an associated pH drop when portlandite is depleted.

The carbonation process itself does not have, per se, a negative effect on the paste physical properties. In some cases, it can even result in a reduction of the material porosity and favor formation of a protective layer at the surface of concrete. These physical effects increase retention of constituents (Gervais et al, 2004). However, the results of carbonation have been shown to increase leaching of some constituents, either through changes in constituent solubility resulting from neutralization of the material or through changes in speciation of constituents (Garrabrants et al 2004, Gervais et al 2004). Furthermore, the drop in pH associated with the process can potentially have a detrimental effect on reinforced concrete structures by destroying the passive layer around rebars. The next sections summarize different aspects of the carbonation process.

### 4.1 Description of the Carbonation Process

Gaseous carbon dioxide partitions into the pore solution of cementitious materials as:

\[
\text{CO}_2^{(g)} \rightarrow \text{CO}_2^{(aq)}
\]  

(36)

Under equilibrium conditions, the dissolution follows Henry’s law, which is expressed in low (atmospheric) pressure environments as (Plummer 1982, Xu 2004):

\[
\{\text{CO}_2^{(aq)}\} = K_h \ P_{\text{CO}_2}
\]  

(37)

where:  \( \{\text{CO}_2^{(aq)}\} \) is the activity of the dissolved \( \text{CO}_2^{(aq)} \),  

\( K_h \) is Henry’s constant and \( P_{\text{CO}_2} \) is the partial pressure of \( \text{CO}_2^{(g)} \) in the gas phase.

The temperature-dependent value of \( K_h \) can be expressed as (Plummer 1982):

\[
\log K_h = 108.3865 + 0.01985076 T - 6919.53/T - 40.45154 \log T + 669365.0 T^2
\]  

(38)

where:  \( T \) is the temperature.

Once in solution, \( \text{CO}_2^{(aq)} \) dissociates into different ionic species according to the following reactions:

\[
\text{CO}_2^{(aq)} + \text{H}_2\text{O} \rightarrow \text{H}^+ + \text{HCO}_3^-
\]  

(39)

\[
\text{HCO}_3^- \rightarrow \text{H}^+ + \text{CO}_3^{2-}
\]  

(40)

These reactions respectively obey the following equilibrium relationships:

\[
K_1 = \{\text{H}^+\} \{\text{HCO}_3^-\}/\{\text{CO}_2^{(aq)}\}
\]  

(41)

\[
K_2 = \{\text{H}^+\} \{\text{CO}_3^{2-}\}/\{\text{HCO}_3^-\}
\]  

(42)

where:  the brackets \{\ldots\} indicate chemical activity.  

The time-dependent values for \( K_1 \) and \( K_2 \) are given in (Plummer 1982).

Using Equations (41) and (42) with the water dissociation relationship:

\[
\{\text{H}^+\} \{\text{OH}^\}\) = 10^{-14}
\]  

(43)

it is possible to estimate the fraction of each ionic species in solution as a function of the pH. This is illustrated by Figure 4. It shows that in cementitious materials, where pH values are usually high, the dominant species in solution is \( \text{CO}_3^{2-} \). Barret et al (Barret 1983) suggested that the reactions in Equations (39), (40) and (43) could be summarized by:

\[
\text{CO}_2^{(aq)} + \text{OH}^- \rightarrow \text{CO}_3^{2-} + \text{H}_2\text{O}
\]  

(44)
This reaction illustrates that carbonation lowers pH by consuming hydroxide ions and producing water.

Once \( \text{CO}_3^{2-} \) is in the pore solution, it is free to react with other ionic species to precipitate carbonate phases. While aragonite and valerite polymorphs of \( \text{CaCO}_3 \) have been reported, calcite (\( \text{CaCO}_3 \)) is generally identified as the main reaction product of carbonation (Papadakis 1991, Saetta 1993b) and precipitates according to the reaction:

\[
\text{Ca}^{2+}(aq) + \text{CO}_3^{2-}(aq) \rightarrow \text{CaCO}_3(s) \tag{45}
\]

where: the solubility constant has a value of \( \log(K) = -8.48 \) at 25°C (Plummer 1982).

The presence of carbonates in solution can also lead to the formation of other solid phases.

Barret et al. (Barret 1983) studied carbonation reactions by considering the formation of calcium hydrocarboaluminate \( 3\text{CaO}.\text{Al}_2\text{O}_3.\text{CaCO}_3.11\text{H}_2\text{O} \).

The thermodynamic equilibrium of similar solid phases is described in two different papers (Damidot 1994, Damidot 1995).

According to Equations (44) and (45), the different mechanisms leading to the formation of calcite reduce the amount of calcium and hydroxide ions in the pore solution, which in turn triggers the dissolution of portlandite. The formation of calcite in replacement of portlandite reduces the porosity of the material since calcite has a higher molar volume (36.9 cm\(^3\)/mol compared to 33.1 cm\(^3\)/mol for CH). Experimental evidence of calcium hydroxide reduction upon calcite formation was recently reported (Cultrone 2005, Rigo 2002). Neutralization of pore water alkalinity, precipitation of calcium carbonate and reduction in the calcium-silica ratio of the C-S-H are the end results of the carbonation process (Sanchez et al. 2002, Garrabrants et al. 2004, van Gerven et al. 2006, van Gerven et al. 2007). In tank leaching studies of solidified/stabilized (S/S) cementitious waste, carbonation from natural waters was shown to have the potential to alter both pH and concentration of species in the pore water (Sanchez et al. 2002, Garrabrants et al. 2004).
4.2 Carbonation Measurements

Carbonation depth is traditionally estimated using a phenolphthalein indicator. This is an indirect measure since the pink indicator actually shows where the pH drops below 9 by de-colorizing. Figure 5(a) presents mortar samples made at different water to cement ratios sprayed with phenolphthalein after 14 and 28 days of exposure to a 50% RH 5% CO$_2$ environment. Figure 5(b) shows that a plot of carbonation depths measured with phenolphthalein versus the square root of time yield a linear relationship. This is a common feature of the carbonation process (see for instance reference (Papadakis 1991)).

However, recent measurements showed that this technique only gives an approximate estimation of the depth of carbonation. Using a technique similar to the acid-dissolution approach for chloride profile measurements, Houst and Wittmann (Houst 2002) measured carbonate profiles in mortars exposed for 40 months to an outdoor environment. Results show that the carbonate profiles extend well beyond the depth indicated by phenolphthalein.

Similar measurements were reported by Baroghel-Bouny and Chaussadent (Baroghel-Bouny 2004). Calcite profiles were measured in paste samples maintained in an accelerated carbonation room. Portlandite profiles were also determined.

Results show a drop of portlandite near the exposed surface, where the calcite content reaches its maximum value. According to these measurements, residual calcium hydroxide is still present near the solid/environment interface even though the material is carbonated.

4.3 Carbonation Models

Numerous models dedicated to the prediction of the depth of carbonation can be found in the literature (Bary 2004, Cahyadi 1993, Saetta 1993b, Saetta 2004, Song 2006]. In all cases, the ingress of CO$_2$(g) in the material is modeled using a diffusion-based equation:

$$\frac{\partial (\phi - w)}{\partial t} + \text{div} \left( \phi D_c \text{grad} [\text{CO}_2(g)] \right) - f_c = 0$$

where: $\phi$ is the porosity of the material, $w$ is the volumetric water content, [CO$_2$(g)] is the gaseous carbon dioxide concentration, $D_c$ is the gas diffusion coefficient and $f_c$ is a sink term.
In several proposed models (Bary 2004, Saetta 1993b, Saetta 2004, Song 2006), the parameter \( D_c \) is a function of the local water content in the material. In the approaches proposed by Saetta (Saetta 1993b, Saetta 2004) and Song (2006), the effect of temperature on gas transport is also considered. In Equation (46), the sink term \( f_c \) accounts for the transfer of carbon dioxide from the gaseous phase to the pore solution of the material (see Equation (36)).

Since gaseous carbon dioxide must enter the material to initiate the carbonation process, it is necessary to model the moisture transport process. The models cited previously are all based on Richards’ Equation (24) or its relative humidity counterpart (26). In (Saetta 2004, Song 2006), a source/sink term is added to Equation (26) to model the hydration of the cement paste. This source/sink term in (Saetta 2004) also accounts for the formation of water involved in the carbonation process (see Equation (44)).

Based on Equations (46) and (24), it is possible to evaluate the amount of carbon dioxide in the pore solution \( CO_2^{(aq)} \), and consequently the extent of the carbonation process. In most models, the reactions involved in the carbonation process are summarized as (Cahyadi 1993, Saetta 2004):

\[
Ca(OH)_{2(s)} + CO_2^{(aq)} \rightarrow CaCO_3^{(s)} + H_2O
\]  

(47)

Simple rate equations are then used to calculate the formation of calcite or the loss of portlandite, such as (Saetta 1993b):

\[
\frac{d[CaCO_3^{(s)}]}{dt} = f(w,T,[Ca(OH)_{2(s)}],[CO_2^{(aq)}])
\]  

(48)

In (Bary 2004), the concentration of \( Ca^{2+} \) in solution is neglected. Calcite is formed according to the equilibrium relationship:

\[
[Ca^{2+}][CO_3^{2-}] = 10^{-8.35}
\]  

(49)

where: the square brackets [...] indicate concentrations.

Calculations do not consider the presence of alkalis, since \( Ca^{2+} \) varies between 22 mmol/L (when portlandite is still present) to <1 mmol/L (upon complete decalcification of the C-S-H). In reference (Song 2006), the formation of calcite is modeled according to:

\[
\frac{d[CaCO_3^{(s)}]}{dt} = \kappa_r[Ca^{2+}][CO_3^{2-}]
\]  

(50)

where: \( \kappa_r \) is a reaction rate.

The concentration of \( CO_3^{2-} \) follows Henry’s law. The concentration of \( Ca^{2+} \) in the pore solution is calculated from a series of chemical equilibrium relationships. As in other references (e.g., Bary 2004), the movement of these species is not considered in the model, nor is the presence of alkalis.

This short review emphasizes the main shortcomings of most carbonation models. In most cases, the prediction of the pH drop is not part of the model since \( OH^- \) concentration is neglected. This is particularly detrimental when the risk of corrosion needs to be evaluated. Also, one of the main characteristic of cementitious materials, which is the highly alkaline pore solution, is neglected. From the chemical point of view, the presence of high \( Na^+ \) and \( K^+ \) concentrations are likely to significantly influence the carbonation process as they affect the chemical activity of the pore solution and consequently, chemical equilibrium with the hydrated paste.

## 5.0 DECALCIFICATION

The decalcification process is usually described by the dissolution of portlandite and C-S-H in hydrated cement systems exposed to pure water, even though dissolution can be observed in other environments
such as seawater. The leaching of ions (mainly calcium and hydroxide) from the pore solution to the external environment is primarily responsible for the dissolution of these hydrates. The decalcification phenomenon typically affects structures which have been in contact with pure or acidic waters for long time periods (e.g., dams, water pipes, radioactive waste disposal facilities). Over the past two decades, decalcification has been identified as a very relevant issue for nuclear waste storage (Berner 1992, Reardon 1992). The chemistry of attack has been described by Dow and Glasser (Dow 2003). It is shown how regimes of passivation and attack can be distinguished. The consequences of ionic leaching are an increase of the porosity and permeability, and a loss of mechanical strength. The leaching process from the stabilization and solidification of hazardous wastes standpoint has been reviewed in reference (Garrabrants 2005).

5.1 Description of the Process

The leaching of calcium is a coupled dissolution/diffusion process (Hinsenveld 1992, Sanchez 1996). Leaching by deionized water induces calcium and hydroxide concentration gradients that continuously decrease from the sound zone to the exposed surface of the material. This causes the diffusion of calcium and hydroxide ions from the pore solution to the aggressive solution, and thus lowers the amount of calcium concentration in the pore solution. Loss of calcium leads to the dissolution of portlandite and secondary precipitations of AFm, ettringite and calcite (Faucon 1997-98). The precipitation of these minerals takes place in the innermost part of the degraded zone while they are dissolved in the outermost part of the altered zone (Faucon 1997-98). But overall, the process mainly leads to the dissolution of calcium hydroxide and the decalcification of C-S-H (Adenot 1992, Faucon 1997, Haga 2005).

The altered material can be seen as a layered system composed of (Adenot 1992):

- An unaltered core delineated by total dissolution of portlandite,
- Different zones separated by dissolution or precipitation fronts (AFm, AFt...),
- Progressive decalcification of C-S-H.

The degraded zone induced by water exposure is characterized by a decalcification of C-S-H inducing a silicate polymerization. The Ca/Si ratio of the C-S-H gradually decreases between the sound and leached zones. Moreover, trivalent iron and aluminum from dissolved phases like AFm and ettringite are incorporated into the C-S-H (Faucon 1996-97-98, Hidalgo 2007).

Cement hydrates in contact with water are dissolved depending on their solubility properties. According to their respective solubilities, hydrates dissolve successively in order to restore the chemical equilibrium between pore solution and crystallized hydrates. Properties of cement hydrate dissolution were characterized by Berner (Berner 1992) and Reardon (Reardon 1992) and new data, including hydrogarnet, siliceous hydrogarnet and strätlingite (C2ASH8) are presented in (Matschei 2007). The solubilities of the main hydrated phases are classified in the following order: SCa(OH)2 > SAfm > S friedel’s salt > SAft (Taylor 1997, Rémond 2002). The kinetics is influenced by the composition of the aggressive solution (CO2, mineralized...) (Taylor 1997, Andac 1999, Moranville 2004, Maltais 2004) or by the saturation of the specimens (Maltais 2004).

As mentioned previously, calcium hydroxide is the main phase affected by the exposure to water. Calcium hydroxide depletion increases with the exposure period (Catinaud 2000, Saito 2000, Mainguy 2000, Yokozeki 2004, Haga 2005). Figure 6 shows the influence of the water-to-cement ratio on the dissolution kinetics. The amount of leached calcium increases with water-to-cement ratio (Saito 2000, Haga 2005). A higher value corresponds to a higher porosity (higher permeability and higher
pore volume) and a higher initial portlandite content (Moranville 2004, Haga 2005).

The increasing calcium concentration in solution is associated with a gradual penetration of the Ca(OH)$_2$ dissolution front Figure 6(b). The depth of penetration increases with water-to-cement ratio, which correlates with the results given in Figure 6(a) (Haga 2005).

Decalcification changes the bulk density and the pore structure of the hydrated cement paste. Haga et al. showed that the increase of pore volume is larger for a higher initial amount of Ca(OH)$_2$ (Haga 2005). This increase of pore volume is attributable to the dissolution of Ca(OH)$_2$ while the porosity created by C-S-H decalcification is negligible (Figure 7) (Carde 1996, Mainguy 2000, Haga 2005).

The use of supplementary cementing materials, combined with adequate curing, decreases the permeability of concrete and changes the kinetics of calcium leaching. Figure 8 shows the influence of blast-furnace slag and silica fume on calcium leaching (Saito 2000). The beneficial influence of both supplementary cementing materials is due to the reduction in the initial portlandite content (resulting from the pozzolanic reaction) and to a significant reduction of the transport properties of the mixtures (Saito 2000, Moranville 2004).

The pore volume increase resulting from calcium leaching has a detrimental influence on the mechanical properties of cement-based materials. The relationship between pore volume and strength for sound and altered mortars was clearly shown by Saito and Deguchi Figure 9(a) (Saito 2000). Uniaxial compression tests on leached materials were performed by Carde et al. (Carde 1996). The total leaching of portlandite and the progressive decalcification of C-S-H led to a linear dependence of the strength on the ratio Ad/At between the degraded (Ad) and the sound (At) cross-sections Figure 9(b) (Carde 1996-97). The results shown on Figure 9 confirm the improvement of the leaching resistance associated with the use of supplementary cementing materials.

5.2 Experiments and Methods

Different test methods were developed to perform concrete decalcification experiments. Immersion tests in water (deionized or mineralized) are mainly used.
Figure 7. Pore Size Distribution on Sound and Leached Samples (Haga 2005)

Figure 8. Cumulative Quantity of Dissolved Ca2+ for SCM Mixtures (a) Blast-furnace Slag (BF) and (b) Silica Fume (SF) (Saito 2000)
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Figure 9. (a) Relationship Between Pore Volume (PV/Vp) and Compressive Strength for Sound and Degraded Materials (Saito 2000) and (b) Variation of the Strength Loss in Relation to the Degradation Ratio Ad/At (adapted from Carde 1996)
for characterizing the leaching process (Faucon 1996, Mainguy 2000, Maltais 2004, Haga 2005). In some studies, tests were performed on ground material to measure the amount of leached calcium (Yokozeki 2004, Hidalgo 2007).

Since calcium leaching is a relatively slow process, a wide range of accelerated tests have been developed. The majority of these procedures are carried out with strongly acidified solutions (like ammonium nitrate) instead of deionized water (Carde 1996-97, Moranville 2004). In some cases, authors have also relied on organic acids to accelerate the leaching process (Bertron 2005). Finally, in some others, calcium leaching was accelerated by applying an electrical potential gradient across a specimen (Faucon 1998, Saito 2000).

5.3 Modeling the Decalcification Process

Calcium leaching in cement-based materials is a coupled chemical equilibrium/diffusion phenomenon. The kinetics and the mechanisms of this ionic transport process are described by Equation (6). Most models found in the literature are based on a simplified version of this equation (Mainguy 2000, Yokozeki 2004, Kuhl 2004, Haga 2005):

\[
\phi(x,t) \frac{\partial C(x,t)}{\partial t} = D(x,t) \frac{\partial^2 C(x,t)}{\partial x^2} - \frac{\partial C_s(x,t)}{\partial t} \tag{51}
\]

where: \(C(x,t)\) is the Ca\(^{2+}\) concentration in the liquid phase, \(C_s(x,t)\) is the content of Ca in solid phase, \(\phi(x,t)\) is the porosity and \(D(x,t)\) is the effective diffusion coefficient of Ca\(^{2+}\) ions.

In Equation (51), the influence of phenomena such as chemical activity, convection and electrical coupling is neglected. The calcium content in solid \(C_s(x,t)\) is calculated from its relationship with calcium concentration in solution (Figure 10) (Mainguy 2000, Yokozeki 2004, Haga 2005). Another approach consists in determining the calcium content in the solid by solving the chemical equilibrium between the minerals and the pore solution. The modeling of calcium leaching of hardened cement pastes in deionized water, by coupling Equation (6) and the dissolution/precipitation equilibrium of Ca(OH)\(_2\) and C-S-H, was presented by Maltais et al. (Maltais 2004). The dissolution of portlandite and the decalcification of C-S-H were defined by their solubility constants KCa(OH)\(_2\) and KCSH respectively (Table 1).

The different leaching models take into account the evolution of the porosity of the material as solid phases dissolve. This increase of porosity as calcium is leached is given by (Maltais 2004, Yokozeki 2004, Kuhl 2004, Haga 2005):

\[
\phi_{\text{leaching}} = \frac{M_{\text{Ca(OH)2}}}{d_{\text{Ca(OH)2}}} (C_{S,\text{Ca(OH)2}} - C_{S,\text{Ca(OH)2}}^0) \tag{52}
\]

This pore volume increase modifies the diffusion coefficient of calcium. Most empirical relationships linking the diffusion coefficient to porosity are similar to Equations (17) and (18). Others relationships are presented in Table 2.

![Figure 10. Relationship Between [Ca] in the Solution and the Solid Content from Daimon et al. (Haga 2005, Daimon 1977)](image-url)
Marchand et al. (Marchand 2001) proposed a direct relationship between a normalized diffusion coefficient $D_N$ and the fraction of Ca(OH)$_2$ (CH) leached:

$$D_N = 1 + \frac{1.1 \cdot CH^2}{0.28 + 0.79 \cdot CH}$$

(53)

where: $D_N$ is defined as:

$$D_N = 1 + \frac{D(CH) - D(CH = 0)}{D(CH = 100) - D(CH = 0)}$$

Figure 11 shows simulations results compared to experimental data (Maltais 2004, Yokozeki 2004). The results in Figure 11(a) are obtained by solving Equation (6) coupled with chemical equilibrium while results in Figure 11(b) are determined by solving Equation (51) coupled with the calcium in solid phase relationship given by Figure 10.

### 6.0 SULFATE ATTACK

Cement-based materials exposed to sulfate-bearing solutions such as some natural or polluted ground waters (external sulfate attack), or by the action of sulfates present in the original mix (internal sulfate attack) (Taylor 1997, Skalny 2002) can show signs of deterioration. Sulfate ions react with ionic species of the pore solution to precipitate gypsum (CaSO$_4$·2H$_2$O), ettringite ([Ca$_3$Al(OH)$_6$.12H$_2$O]$_2$. (SO$_4$)$_2$.2H$_2$O) or thaumasite (Ca$_3$[Si(OH)$_6$.12H$_2$O] (CO$_3$).SO$_4$) (Taylor1997) or mixtures of these phases. The precipitation of these solid phases can lead to strain within the material, inducing expansion, strength loss, spalling and severe degradation.

This section focuses on cementitious materials exposed to external sulfate sources only. The mechanical damages that can be induced upon
Figure 11. Simulations of Calcium Leaching (a) on Cement Paste (Maltais 2004) and (b) on Mortar (Yokozeki 2004)
external sulfate exposure are reviewed in the mechanical damage report.

6.1 Description of the Sulfate Attack Process

The ingress of sulfate ions into cementitious materials from \( \text{Na}_2\text{SO}_4 \) or \( \text{K}_2\text{SO}_4 \) sulfate-bearing solutions is generally coupled with calcium leaching since groundwaters are usually near the neutral state \((\text{pH} \approx 7)\). Depending on the conditions, this ingress may lead to the formation of gypsum in a layer close to the exposed surface in which calcium hydroxide is leached and/or reacted and the C-S-H phase is decalcified. Also, ettringite forms from monosulfate in a zone where calcium hydroxide is reduced (Skalny 2002, Maltais 2004, Brown 2000, Planel 2006, Dehwah 2007). In the presence of magnesium, the mechanism of sulfate ingress is different. In this case, the penetration of sulfate and magnesium ions is mainly characterized by the formation of brucite \((\text{Mg(OH)}_2\)\), an M-A-H phase resembling hydrotalcite, and a M-S-H gel. These replace C-S-H in addition to gypsum and ettringite formation. Particularly, the formation of M-S-H from C-S-H can result in more expansion and thus more degradation (Skalny 2002, Dehwah 2007, Higgins 2003).

The formation of gypsum and ettringite may lead to expansion and ultimately cracking. The formation of ettringite is often considered as the predominant cause of volume instability of hydrated cement systems in presence of sulfate solutions (Skalny 2002, Naik 2006). However, formation of gypsum was shown to cause expansion of C3S hydrated pastes and can probably contribute to the degradation of concrete in sulfate-laden environments (Tian 2000).

Many factors can influence the degradation of concrete by sulfate attack (Ouyang 1988). Water-to-cement ratio, for instance, has been found to have a significant effect on both the penetration of sulfate ions and the resulting expansion (Figure 12) (Ouyang 1988, Naik 2006, Skalny 2002, Lee 2005). This is the reason why many standards limit the maximum water-to-cement ratio of concrete structures exposed to sulfates.

The mineralogy of cement, especially its C3A content and total aluminate content, is also known to influence the mechanisms of degradation. Expansion has been found to increase with the C3A content (Figure 13) (Ouyang 1988, Naik 2006, Skalny 2002, Odler 1999), which directly influences the amount of \( \text{AF}_m \) in the hydrated cement paste that reacts with sulfate ions to form ettringite.

The presence of other ionic species also influences the product formed when concrete is exposed to sulfate. In the case of seawater for instance, the aqueous environment bears roughly 0.5M \( \text{NaCl} \) and 0.05M \( \text{MgSO}_4 \), with other species such as \( \text{K}^+ \), \( \text{Ca}^{2+} \) and \( \text{HCO}_3^- \) present in small amount. In this environment, the formation of ettringite typically does not lead to expansion and cracking of the concrete and it is believed that the formation of this phase is non-expanding in the presence of excessive amounts of chloride ions (Skalny 2002).

As expected, concrete mixtures prepared with supplementary cementing materials show a better resistance to sulfate attack by reducing their permeability (Ouyang 1988, Lee 2005, Higgins 2003, Bakharev 2002). Metakaolin replacement (Al-Akhras 2006), silica fume (Lee 2005), slag (Higgins 2003, Bakharev 2002) and fly ash (Ouyang 1988) reduce the expansion of specimens undergoing sulfate attack. However, the ability of supplementary cementing materials to limit damage is much less significant in the presence of \( \text{MgSO}_4 \) (Figure 14) (Higgins 2003).

The presence of sulfate ions can also lead to the formation of thaumasite. Such a phenomenon occurs when the following ions are present: \( \text{SO}_4^{2-} \), C-S-H, \( \text{CO}_3^{2-} \); in the presence of water (Taylor 1997, Bensted 1999, Crammond 2003). Numerous cases of field concrete degradation associated with thaumasite formation have been reported for
Figure 12. Expansions of Mortars Under Sodium Sulfate Attack as A Function of W/C: (a) (Naik 2006) and (b) (Lee 2005)
Figure 13. Expansion of Mortars Under Sodium Sulfate Attack vs. C₃A Content
(a) %C₃A type I > %C₃A type V (Naik 2006) and (b) (Ouyang 1988)
Figure 14. Expansions of Sandberg Prisms for Different Slag Contents (a) in Na$_2$SO$_4$ Solution (1.5 % SO$_3$) and (b) in MgSO$_4$ Solution (1.5 % SO$_3$) (Higgins 2003)
structures exposed to relatively low temperatures. This led some authors to believe that thaumasite was only stable at temperatures lower than ~10ºC. Higher temperatures, around 20ºC, have been reported. Unexpected thaumasite was noted in warm climates such as California (Diamond 2003), Switzerland (Romer 2003) and Italy (Collepardi 1999). Clearly, thaumasite forms readily at low temperature but cold temperatures are not an essential criterion (Collet 2004).

The influence of temperature on carbon dioxide solubility is a possible reason why thaumasite forms more readily at 5ºC (Collet 2004). Moreover, Collet et al. assume that calcium bicarbonate, instead of calcium carbonate, would be the source of carbonate ions required for thaumasite formation (Collet 2004). C-S-H provides the source of silicate ions which react to form thaumasite. Thaumasite, which apparently has no capacity to act as a binder, gradually replaces C-S-H explaining why cementitious materials can be severely degraded by its formation (Taylor 1997, Santhanam 2001, Skalny 2002, Crammond 2003).

Two mechanisms have been proposed to describe the formation of thaumasite:

- Thaumasite forms from ettringite by substitution of Al³⁺ by Si⁴⁺ in the presence of CO₃²⁻ (Bensted 1999, Nobst 2003, Aguilera 2003, Pajares 2003),
- Thaumasite is the result of the direct interaction between C-S-H, sulfates and carbonates (Santhanam 2001, Aguilera 2003, Nobst 2003).

Thaumasite, when produced from ettringite and C-S-H mixtures, is not a pure mineral and contains other cations and anions in solid solution (Bensted 1999). More likely, thaumasite forms according to a through-solution process. As proposed by Crammond (Crammond 2003), ettringite can serve as a template for the initial nucleation of thaumasite. That would explain why some alumina is apparently beneficial (Skalny 2002, Crammond 2003), even though thaumasite does not contain alumina. Overall, the ability of cements to allow thaumasite formation is said to be proportional to their C₃A or Al₂O₃ contents (Nobst 2003).

Thaumasite formation is delayed in the case of concrete mixtures prepared with supplementary cementing materials. Influence varies with the type and the source of materials. Metakaolin and slag have been found to improve the behavior of limestone cements, showing that supplementary cementing materials offer an effective resistance if they react sufficiently quickly (Tsivilis 2003). However, mixtures prepared with fly ash, which is known to hydrate very slowly, remain vulnerable to thaumasite sulfate attack (Figure 15) (Mulenga 2003). The use of fly ash simply seems to retard sulfate attack (Tsivilis 2003). It is also important to note that since thaumasite does not contain alumina, “sulfate resistant” portland cement does not give an improvement of resistance against the formation of this deleterious phase (Skalny 2002, Mulenga 2003).

### 6.2 Experiments and Methods

Various experimental approaches have been used to investigate the performance of hydrated cement systems exposed to sulfate solutions. Santhanam et al., have reviewed and criticized the different test methods proposed in the literature. Their analysis clearly emphasized the significant influence of experimental conditions (such as the control of pH, sulfate concentration and type of salts (Na₂SO₄, MgSO₄, H₂SO₄)) on the performance of test specimens (Santhanam 2001). Immersion tests in large volume or with renewed solutions are commonly used to maintain constant test conditions (Tian 2000, Maltais 2004, Bellmann 2006).

Microstructural alterations resulting from the exposure to sulfate-bearing solutions can be subsequently analyzed using different techniques such as microprobe analyses (Maltais 2004), SEM,
Figure 15. Expansions of PLC Mortar Prisms Containing Fly Ash After Immersion in 4.4% Sodium Sulfate Solution (Mulenga 2003)
EDS and/or XRD for identifying crystallized phases (Brown 2000, Tian 2000). Naik et al., have also relied on X-ray microtomography and spatially resolved energy dispersive X-ray diffraction (EDXRD) to monitor the behavior of specimens exposed to sulfate solutions (Naik 2006). In some cases, damage induced by the exposure to sulfates can also be determined by compressive strength and/or volume change measurements (Ouyang 1988, Bakharev 2002, Higgins 2003, Naik 2006).

Most test methods used to investigate the resistance of cement systems to thaumasite formation are typically performed at around 5°C (Collet 2004, Zhou 2006, Heinz 2003, Hill 2003, Tsivilis 2003). However, some authors have also elected to investigate the influence of thaumasite by running tests at 20°C (Heinz 2003, Brown 2002, Tsivilis 2003, Mulenga 2003). Otherwise, thaumasite formation is mainly studied on field samples from different exposure conditions (Crammond 2003, Sibbick 2003, Diamond 2003, Romer 2003, Hobbs 2000-03, Loudon 2003). As thaumasite precipitation can occur in various environments, its solubility and its stability was respectively investigated from solid solutions by Macphee et al. (Macphee 2004) and in cement pastes by Juel et al. (Juel 2003).

6.3 External Sulfate Attack Modeling

Empirical, mechanistic and numerical models have been proposed in the literature for predicting the behavior of cement systems exposed to sulfate-laden environments. Empirical models estimate the sulfate resistance factor (Santhanam 2001), the expansion under sulfate attack (Kurtis 2000, Skalny 2002) or the location of the visible degradation zone (Skalny 2002). Mechanistic models typically attempt to take into account the mechanisms leading to the deterioration of the material. These models usually predict the rate of sulfate attack and the fractional or volumetric expansion (Skalny 2002). Ionic transport models simulate the chemical reactions occurring during sulfate attack and, in some cases, also estimate the damage caused by expansion (Skalny 2002, Marchand 2002, Maltais 2004).

The ability of empirical and mechanistic models to predict the behavior of concrete structures under sulfate attack remains somewhat limited. Ionic transport modeling offer a more detailed description of the process through dissolution-precipitation reactions coupled to transport of ions in cementitious matrix (see Equation 6). It is important to note that these models are inherently more complex than, for example, those used to describe chloride penetration. Since chloride ions interact only weakly with cement solids, diffusion profiles can in some cases be estimated from Fick’s laws. Sulfate ions, however, react more strongly with cement substances and models need therefore to include mineralogical transformations. The complexity of the problem is increased by the fact that concrete structures in contact with a sulfate-bearing solution can not only be subjected to sulfate attack but are also usually affected by decalcification. The chemical reactions occurring under sulfate attack can be summarized by the solubility constants of ettringite, monosulfate and gypsum given in Table 3 when analyses are performed around 20°C (Maltais 2004).

Simulations of the chemical degradation by sodium sulfate solutions were presented by Maltais et al., Figure 16(b) (Maltais 2004) using a multionic model that decouples transport and chemical reactions. As mentioned previously, the penetration of sulfate ions in cement-based materials can lead to the formation of a layer of gypsum at the vicinity of the exposed surface as shown in Figure 16(a). As can be seen in Figure 16(b), the multi-ionic model used in (ref. needed) could not only reproduce the sulfate distribution across the sample but was also capable of reliably predicting the distribution of all other solid phases within the material. These results provide a good example of the potential of numerical modeling to investigate the behavior of cement-based materials exposed to chemically-aggressive environments.
Figure 16. Sulfur Content Mapping (a) and Sulfur Profiles (b) for 0.6 W/C Ratio CSA Type 10 Cement Pastes Exposed for 3 Months to a 50 mmol/l Na$_2$SO$_4$ Solution (Maltais 2004)
7.0 CONCLUSIONS

The present review emphasized that there are still many different approaches used to model ionic transport and chemical degradation in reactive cementitious materials. The situation is totally different from hydrogeology, where there is a general consensus around multionic models considering multiple complexation and dissolution/precipitation reactions. While simplified approaches are still being used, it is acknowledged that they provide a simplified view of the complex mechanisms involved.

For cementitious materials, the mechanistic models have not received the same kind of support. Consequently, they are only marginally recognized as potent tools to make long-term service-life predictions of concrete structures. Despite this lack of support, multionic models for cementitious materials have been developed to predict the chemical degradation for sulfate or decalcification exposure cases.

The situation is worse for chloride ingress modeling. In that case, simplified models are not only widely used but based on an incorrect interpretation of the mass conservation equation. The most glaring problem with the simplified approach occurs with the use of the analytical solution to Fick’s second law for chloride ingress analyses. In most cases, the total chloride content in the material is directly substituted to the chloride concentration in the pore solution, which violates the mass conservation equation at the origin of the model. Most importantly, this leads to the determination of a parameter called the apparent diffusion coefficient which does not only characterize the material but also incorporate the local exposure conditions. However, a limited number of studies based on more reliable multionic models have been published recently.

Finally, carbonation models reviewed in this report were all based on simplified approaches. The complex interactions between gaseous carbon dioxide, the pore solution and the mineral phases such as calcite and portlandite have not so far been implemented in a mechanistic approach. A mechanistic modeling framework considering gas and ionic transport in cementitious material coupled with complex chemical reaction capabilities would be a step forward compared to existing models.

### Table 3. Solubility Constants of Solid Phases Involved During Sulfate Ingress in Hydrated Cement Systems (Maltais 2004)

<table>
<thead>
<tr>
<th>Name</th>
<th>Chemical Formula</th>
<th>Expression for Equilibrium (\text{K}_{sp})</th>
<th>(-\log \text{K}_{sp})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ettringite</td>
<td>3CaO.Al₂O₃·3CaSO₄·32H₂O</td>
<td>{Ca(^{2+}})^6 {OH(^{-}})^4 {SO₄(^{2-}})^3 {Al(OH)₄(^{-}})^2</td>
<td>44.0</td>
</tr>
<tr>
<td>Monosulfate</td>
<td>3CaO.Al₂O₃·CaSO₄·12H₂O</td>
<td>{Ca(^{2+}})^4 {OH(^{-}})^4 {SO₄(^{2-}})^2 {Al(OH)₄(^{-}})^2</td>
<td>29.4</td>
</tr>
<tr>
<td>Gypsum</td>
<td>CaSO₄·2H₂O</td>
<td>{Ca(^{2+}}}{SO₄(^{2-}}}</td>
<td>4.6</td>
</tr>
</tbody>
</table>
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ABSTRACT

This report summarizes modeling approaches used to predict the formation of cracks in cementitious materials. General considerations related to cracks such as the origin, detection, and prevention are first outlined.

Following this, a section is dedicated to the general description of approaches to model the formation of cracks in materials. The first method reviewed is called damage mechanics. It is based on a damage parameter that indicates the level of damage in a continuous material. The second method is called the fracture mechanics. In this approach, the geometry and localization of cracks is predicted instead of relying on a smeared damage parameter.

The other sections are dedicated to the description of models developed for specific damage phenomena. Early age cracking caused by the heat generated during the hydration process and the drying shrinkage is first discussed. This is followed by reviews on damage models dealing with sulfate ingress in concrete, rebar corrosion, alkali-silica reaction and freezing/thawing cycles.

1.0 INTRODUCTION

Many degradation problems affecting concrete structures have their origin in ionic, energy, and moisture exchanges between the material and the surrounding environment. For example, the exchange of ions at the material/environment interface initiates chemical reactions due to the chemical imbalance between the pore solution and the hydrated cement paste, and the exchange of energy associated with temperature variations in the environment can trigger the formation of ice crystals in the pores.

Most of these internal modifications to the material are not macroscopically apparent at the time of initiation. But ultimately, the chemical and physical alterations to the microstructure translate into internal stresses and can lead to the formation of cracks. Once the material is cracked, structural elements no longer perform according to their original design. Also, the formation of cracks marks an increase in the degradation rate of the material due to the increased ionic and moisture exchange rates through these high permeability paths.
Good construction practices can help prevent many of these problems in conventional structures. For instance, designing a concrete mixture with the proper amount of air entraining agent and non-reactive aggregates should protect the structure from freezing/thawing and alkali-silica reaction damages in all but the most severe environments. When the material is put in place, good curing practices will prevent drying shrinkage and surface cracking. Selecting low water-to-binder ratio and low permeability concretes in chloride- or sulfate-laden environments will slow the ingress of contaminants and ensure a long service-life.

The case of nuclear waste storage structures poses additional challenges to durability concerns, mainly because of the very long service-life (1000+ years) that is expected. With these structures, the objective of properly designing the concrete mixture is not to prevent cracking but to control it, because crack-free scenarios can hardly be expected over such long timeframes. Models that can predict the formation and propagation of cracks as a function of microstructure alteration and external conditions are thus valuable design tools for this specific application.

This report reviews mechanical damage models found in the literature that address the most common degradation problems. The first sections summarize the formation of cracks in concrete and general mechanical damage models. This is followed by a review of damage models for selected degradation phenomena: sulfate attack, rebar corrosion, alkali-silica reaction, and freezing and thawing damages.

2.0 GENERAL OVERVIEW OF DAMAGE IN CONCRETE

2.1 Causes of Damage in Concrete

This section summarizes the causes leading to cracks in concrete. Most of the text is taken from the ACI Concrete Repair Manual 224.1R-07 (2007).

2.1.1 Cracking of Plastic Concrete

Plastic concrete in this report refers to fresh concrete. (For more details, see the report chapter “Early-Age Cracking Review: Mechanisms, Material Properties, and Mitigation Strategies.”)

2.1.1.1 Shrinkage Cracking

Shrinkage is caused by the evaporation of water from the surface of fresh concrete and occurs when the surface drying rate is fast and the lost water cannot be replaced by bleed water. This moisture loss shrinks the concrete during the plastic stage and generates cracks. The shrinkage cracks begin as shallow cracks, but can become full-depth cracks later in the concrete’s life.

2.1.1.2 Settlement Cracking

Settlement cracks are caused by the tendency of concrete to consolidate after initial placement, vibration, and finishing. This consolidation, after fresh concrete is placed in contact with reinforcing steel or formwork, can locally restrain concrete deformation and generate cracks.
2.1.2 Cracking on Hardened Concrete

2.1.2.1 Drying Shrinkage

Drying shrinkage is one of the most important causes of hardened concrete cracking. It is generated by the loss of moisture from the cement paste, which shrinks its volume. The differential shrinkage between the surface and the interior concrete (or aggregates) causes tensile stress and generates cracks.

2.1.2.2 Thermal Stresses

Temperature gradients inside concrete structures can result in differential volume changes and generate cracks. The temperature gradients can originate from heat generated during the hydration process, or from weather conditions. When the local tensile stresses due to the differential volume changes exceed the local tensile strength of the material, the concrete will crack. Crack propagation is a matter for fracture mechanics, which will be discussed later in this chapter.

2.1.2.3 Chemical Reactions

Some materials used to make concrete or some chemical materials that penetrate into the material can generate harmful chemical reactions and cause cracking. In most cases, the chemical reactions cause the formation of a solid phase that occupies more volume than the original products from which it was formed, leading to the formation of cracks. The damages associated with alkali silica reaction and external sulfate attack fall into this category. (See relevant sections in this chapter and the chapter on Chemical Degradation.)

2.1.2.4 Freezing and Thawing

Freezing and thawing cycles lead to the formation of ice in concrete. Since ice occupies 9% more space than liquid water, internal stresses are generated. The formation of ice crystals starts in the larger pores. As space is filled, liquid pressure in the smaller pores increases. If air voids are present in the material, they will fill with water and contribute to reducing the tension in the material. Unsaturated pores will act similarly. However, if the material is near saturation and the volume and spacing of voids are inadequate, the concrete will sustain damage upon freezing and thawing.

2.1.2.5 Corrosion of Steel Reinforcement

Ingress of chloride ions can initiate corrosion of the reinforcing steel in concrete. The corrosion of steel generates products (various types of iron oxides) that occupy a volume greater than the original reinforcing bar. This increase in volume creates a high radial stress around reinforcing bars and results in cracks and subsequent concrete spalling (loss of thickness) and exposure of the reinforcing steel to the environment.

2.1.2.6 Poor Construction Practices

A wide variety of poor construction practices can result in the cracking of concrete structures. Foremost among these is the common practice of adding water to concrete to increase workability. Adding water has the effect of reducing strength, increasing settlement, and increasing drying shrinkage. When accompanied by a higher cement content to help offset the decrease in strength, an increase in water content will also mean an increase in the temperature differential between the interior and the exterior portion of the structure, resulting in increasing thermal stresses and cracking. In addition, by adding cementitious materials, even if the water to binder ratio ($w/b$) remains constant, more shrinkage will occur because the paste volume is increased.

Lack of curing will increase the degree of cracking within a concrete structure. The early termination of curing promotes shrinkage at a time when the concrete has low strength. The lack of hydration of the cement, due to drying, will result not only in
decreased long-term strength but also in the reduced durability of structures.

### 2.1.2.7 Construction Overloads

Construction loads can often be more severe than those experienced in service. Unfortunately, these conditions may occur at early ages when the concrete is most susceptible to damage, and they often result in permanent cracks. Precast members, such as beams and panels, are most frequently subject to this abuse. Cast-in-place concrete can also be affected.

### 2.1.2.8 Errors in Design and Detailing

Errors in design and detailing that may result in unacceptable cracking include use of poorly detailed re-entrant corners in walls, precast members, and slabs; improper selection or reinforcement detailing, or both; restraint of members subjected to volume changes caused by variations in temperature and moisture; lack of adequate contraction joints; and improper foundations design, resulting in differential movement within the structure.

### 2.1.2.9 Externally Applied Loads

It is well known that load-induced tensile stresses result in cracks in concrete structures. This point is readily acknowledged and accepted in the design of reinforced concrete structures.

### 2.2 Evaluation of Damage

Test methods for evaluation of damage in concrete structures are divided into two main groups: destructive and non-destructive. This section focuses on nondestructive methods and attempts to present some common methods described by ACI 228.2R-98. Some destructive methods such as coring, sampling, or measuring the in-situ strength of structures are not discussed in this section.

#### 2.2.1 Visual Inspection

Visual inspection is one of the most versatile and powerful Non-Destructive Test (NDT) methods. However, its effectiveness depends on the knowledge and experience of the investigator. Visual inspection has the obvious limitation that only visible surfaces can be inspected. For these reasons, a visual inspection is usually supplemented by one or more of the other NDT methods discussed in this chapter.

#### 2.2.2 Stress-Wave Methods

Several test methods based on stress-wave propagation can be used for nondestructive testing of concrete structures. The ultrasonic through-transmission method can be used for locating abnormal regions in a structure. The echo method can be used for thickness measurements and flaw detection. The spectral analysis of surface waves (SASW) method can be used to determine the thickness of pavements and elastic moduli of layered pavement systems.

#### 2.2.3 Nuclear Methods

Nuclear methods can be subdivided into two groups: radiometric and radiographic. Both involve obtaining information about a test object due to interactions between high-energy electromagnetic radiation and the material.

#### 2.2.4 Magnetic and Electrical Methods

These methods estimate where the corrosion of reinforcement is active. Corrosion activity can be monitored using the half-cell potential technique, and information on the rate of corrosion can be obtained from linear-polarization methods.
2.2.5 Penetrability Methods

Many of the degradation mechanisms in concrete involve the penetration of aggressive materials, such as sulfates, carbon dioxide, and chloride ions. As a result, concrete that has a surface zone that is highly resistant to the ingress of water will generally be more durable than concrete without such a resistive surface zone.

To assess the potential durability of in-place concrete, it is necessary to focus on methods that assess the ability of the surface zone to restrict the passage of external agents that may lead to direct deterioration of the concrete or to depassivation and corrosion of embedded reinforcement. Many test methods are based on the resistance of concrete to surface penetration. They can be grouped in three categories: water absorption (under a relatively low pressure head), water permeability (under higher pressure head), and air permeability.

2.2.6 Infrared Thermography

Infrared thermography has been used for detecting subsurface anomalies in concrete. Infrared thermography senses the emission of thermal radiation and produces a visual image from this thermal signal. Infrared thermography for testing concrete is based on two principles. The first principle is that a surface emits energy in the form of electromagnetic radiation. The second principle is that subsurface anomalies in concrete affect heat flow through concrete.

2.2.7 Radio Detection and Ranging (Radar) Method

This method is similar to the stress-wave method, discussed in Section 2.2.2, except that electromagnetic waves (radio waves or microwaves) are used instead of stress waves.

3.0 MODELING MECHANICAL DAMAGE IN CONCRETE

Materials are damaged when the combination of external and internal loads exceeds their elastic properties and ultimately lead to cracks and failure. The non-linear transition between elasticity and failure is associated with damage. Two different approaches are used to model damaged materials: damage mechanics and fracture analysis. Both approaches are reviewed in the next section.

Most damage analyses are based on the evaluation of crack system in the material. Yuan and Harrison (2006) reviewed different approaches for modeling damage. They introduced continuum damage mechanics and statistical approaches, also referred to in their paper as macroscopic and microscopic damage, respectively. The microscopic approach introduces a damage parameter that is the integration of crack volume over total volume (Kachanov 1993). The macroscopic approach uses a damage parameter to modify the elastic tensor that makes the connection between stress and strain in the material.

ACI (ACI MCP 2008 - 446.3R-97) also acknowledged these two dominant techniques used in finite element modeling of fracture in concrete. Yang and Chen (2003) presented smeared fractures as a damaged zone where an infinite number of small parallel cracks are distributed. In the damaged zone, crack propagation was simulated by reducing the material stiffness and strength. The constitutive laws were defined by nonlinear stress–strain relations with strain softening. The discrete crack model is based on displacement discontinuity, which is usually represented by nonlinear interface elements. In the following sections, macroscopic and microscopic damage approaches are discussed.
3.1 Damage Mechanics

The first step in damage analysis consists in defining a damage parameter for deriving a constitutive behavior law. This variable must be able to represent the state of degradation in the material in the damage phase. Carol and Bazant (1991) described damage using the concept of effective (or actual) stress. Figure 1 illustrates the concept of effective stress or real stress, which resists against loads in the undamaged zone. In this figure, $\sigma$ and $\varepsilon$ are stress and strain, respectively, $\sigma'$ is the effective stress, which corresponds to undamaged part of material, and $E$ is Young’s modulus. According to Lemaitre and Chaboche (1985), the damage parameter is related to the cracked area divided by the total surface in a given direction:

$$d = \frac{A_0 - A}{A_0} = (1 - a)$$

(1)

where: $A_0$ and $A$ are total and effective surface areas, respectively and $a$ is a coefficient, which presents the undamaged surface (See Figure 1).

According to Equation (1), the damage parameter $d$ can vary between 0 (undamaged) and 1 (fully damaged material).

One of the most common approaches for modeling mechanical damage in concrete was proposed by Mazars (Mazars and Pijaudier-Cabot 1989). The damage model is based on the positive part of the strain tensor. In the presence of large tensile and compressive stresses in concrete, damage is generated and propagated by tensile strain, which opens cracks. (The effect of compression stress is generally less than tensile stress because it closes cracks and does not generate damage.) In this approach, the elastic free energy of concrete $\psi_e$ in a damaged condition can be written as a function of the tensorial form damage parameter $d$ and the elastic strain $\varepsilon^e$ (Chiarelli et al. and 2003 and Shao et al. 2004):

$$\psi_e(\varepsilon^e, d) = \frac{1}{2}\lambda (tr \varepsilon^e)^2 + \mu tr(e^e)^2$$

$$+ \alpha tr \varepsilon^e tr(\varepsilon^e, \dot{d}) + \beta tr [(e^e)^2, \dot{d}]$$

(2)

**Figure 1. One Dimensional Damage Effect and Concept of Effective Stress (Carol and Bazant 1991)**

where: $\alpha$ and $\beta$ are the characteristic parameters, which describe the damage effects on an elastic material and can be obtained experimentally, and $\lambda$ and $\mu$ are the Lamé coefficients, corresponding to the elastic parameters $E$ (Young’s modulus) and $v$ (Poisson’s ratio).

A description of Lamé coefficients is given in Equation (3):

$$\lambda = \frac{vE}{(1 - 2v)(1 + v)} \quad \mu = \frac{E}{2(1 + v)}$$

(3)

A linear term depending on $\varepsilon^e$ can also be added to the free energy expression (Halm and Dragon 1998). This term allows damage-induced residual phenomena to be taken into account (residual or permanent strain after unloading $\sigma = 0$). In this case, the free energy is written as shown in Equation (4):

$$\psi_e(\varepsilon^e, d) = \frac{1}{2}\lambda (tr \varepsilon^e)^2$$

$$+ \mu tr(e^e)^2 + \alpha tr \varepsilon^e tr(\varepsilon^e, \dot{d})$$

$$+ \beta tr [(e^e)^2, \dot{d}] + \gamma tr(\varepsilon^e, \dot{d})$$

(4)

where: $\gamma$ is also a material parameter.
The corresponding stress equation is provided as Equation (5):

\[
\sigma = \frac{\partial \varepsilon}{\partial e} = \lambda \text{tr} (\varepsilon^e) I + 2\mu \varepsilon^e + a \left[ \text{tr} (\varepsilon^e) d + r (\varepsilon^e) . d \right] + \beta \left[ e^e . d + \mu d . e^e \right] + \gamma d
\]

where: \(\alpha, \beta, \) and \(\gamma\) can be estimated from the results of a triaxial test (Shao et al. 2004 and Halm and Dragon 1998).

Chiarelli et al. (2003) introduced the following damage criterion:

\[
f^d = \sqrt{\varepsilon^e : \varepsilon^e} - (r_0 + r_1 \text{tr} d) = 0
\]

where: \(\varepsilon^e\) is the positive part of the strain tensor, and \(r_0\) and \(r_1\) are two characteristics of the material that can be estimated by a triaxial compression test. It is assumed that the evolution rate of the damage tensor has the same direction as the tensile strain tensor. (Halm and Dragon 1998).

The rate of damage evolution as a function of loading is described by Dragon et al. (2000):

\[
\dot{d} = \frac{\dot{\varepsilon^e}}{\sqrt{\varepsilon^e : \varepsilon^e}}
\]

\[
\begin{cases} 
\dot{\lambda}_d = 0, & \text{if } \dot{f}_d = 0 \ & \text{and} \ & \dot{f}_d < 0 \\
\dot{\lambda}_d = \frac{\varepsilon^e : \varepsilon^e}{r_1 \text{tr} \varepsilon^e}, & \text{if not}
\end{cases}
\]

In some cases, the rate of damage is related to the crack volume propagation (Shao et al. 2004), to Young’s modulus reduction (Lemaitre et al. 2000), or simply to the elastic strain rate (Jun et al. 2003). In this case, damage can be obtained arbitrarily from the elastic strain evolution in each direction:

\[
\dot{d} = e \varepsilon^e
\]

where: \(e\) is a material characteristic.

### 3.2 Fracture Mechanics

Fracture mechanics is also referred to as crack propagation or crack growth, and is similar to damage. In both approaches, the appearance of cracks is due to excess loading that results in loss of cohesion between two continuous parts of the concrete structure. Contrary to the damage mechanics approach, the fracture mechanics predicts the geometry of the crack pattern in the material. This crack analysis can fully describe the state of concrete degradation and even give a homogenous damage analysis for the fractured zones (Mazars and Pijaudier-Cabot 1996).

Buyukozturk and Hearing (1998) analyzed crack propagation in concrete through and between material constituents. The development of bond cracks at the paste-aggregate interfaces is an important factor in inelastic deformation and in the fracture behavior of concrete. Bond cracks in normal strength concrete often propagate along the interface between paste and aggregates, absorbing energy before linking and forming continuous cracks through the paste at failure. Crack propagation produces a discontinuity in the material. One of the most common finite element techniques for modeling the discontinuity is an automatic remeshing. However, several methods also exist without the discontinuity model. Bouchard et al. (2003) compared three methods for crack propagation: the maximum circumferential stress criterion, the strain energy density fracture criterion, and the maximal strain energy release rate criterion.

#### 3.2.1 Maximum Circumferential Stress Criterion (MCSC)

According to this criterion, crack propagation follows the direction of the maximum stress, which also corresponds to the direction of the maximum tensile stress. The approximation here is based on the fact that a crack propagates perpendicularly to the maximum tensile stress. It is a local approach since the direction of the crack growth is directly
determined by the local stress field along a small circle centered at the crack tip. The crack propagation then proceeds toward the integration point where maximum stress occurs (see Figure 2).

### 3.2.2 Minimum Strain Energy Density Criterion (MSEDC)

This method considers that high values of strain energy tend to prevent crack growth. Accordingly, the crack grows in the direction that minimizes this energy.

### 3.2.3 Maximum Strain Energy Release Rate Criterion (MSERRC)

The strain energy release rate represents the energy required to increase the crack length. The criterion is obtained when the strain energy release rate is maximal.

Comparisons showed that the MSEDC is less accurate than the two other criteria. The MCSC and MSERRC are equivalent in terms of accuracy and computation time. The MCSC appears to be the easiest to implement in any finite element code. However, it requires a refined mesh at the crack tip. The MSERRC is the most complex but gives good results. It requires a ring of elements around the crack tip, but its accuracy is mesh-independent (Bouchard et al. 2003).

### 3.3 Coupling between Damage and Transport Properties

Hydraulic and diffusion characteristics of concrete can be affected by damage. If concrete is damaged, the microcracks start to increase the porosity and/or connect isolated pores, which can raise the concrete’s diffusivity or permeability. This report reviews relationships between damage propagation and hydraulic/diffusion characteristics of concrete.

Permeability of a single crack is often described by the simple Poiseuille flow equation (Snyder 2000, Gerard 1996). According to this theory, a crack is located between two infinite parallel plates. In this case, it is possible to show that:

\[
K = \frac{w^2}{12} \tag{9}
\]

where: \(K\) is the intrinsic concrete permeability and \(w\) is the crack’s width.

Meschke and Grasberger (2003) present a refined expression for crack width by incorporating roughness and tortuosity effects:

\[
w_h = \frac{w^2}{\tau_c^{2.5}} \tag{10}
\]

In this equation, \(w_h\) is the equivalent crack width and \(\tau_c\) is an empirical parameter, which describes the crack roughness. According to Meschke and Grasberger (2003), \(\tau_c = 15\) can be taken into account for cracks in an ordinary concrete (OC).

Picandet et al. (2001) studied the evolution of gas permeability with damage in OC and HPC (high-performance concrete) and HPFC (high-performance steel fiber-reinforced concrete). They considered a simple scalar damage parameter via uniaxial compressive loading that accounted for the reduction of Young’s modulus of elasticity. Their results showed that the evolution of gas permeability with damage can be modeled by an arbitrary exponential function:
\[
\frac{K_{V(d)}}{K_{V(0)}} = \exp(\kappa_1 d^{\kappa_2})
\]

(11)

in which \(K_{V(0)}\) and \(K_{V(d)}\) are initial and damaged gas permeabilities, respectively, \(d\) is the damage parameter and \(\kappa_1\) and \(\kappa_2\) are two experimental parameters.

Other studies focused on the effect of damage on diffusion coefficient. The diffusion coefficient of typical undamaged OC is about \(10^{-12} \text{ m}^2/\text{s}\) (Gerard et al. 1998). This coefficient increases until maximum damage is reached for a completely cracked material. In this case, the diffusion coefficient tends to the free water diffusion value, which is about \(10^{-9} \text{ m}^2/\text{s}\). Gerard et al. (1998) presented the following relationship to take into account the changes in diffusion properties as a function of damage:

\[
D_d = D_0 + D_{\max} \left[ 1 - \frac{1}{1 + \left( \frac{d}{d_{cr}} \right)^n} \right]
\]

(12)

where \(D_d\), \(D_0\) and \(D_{\max}\) are the damaged, initial undamaged, and maximum (for completely cracked material) diffusion coefficients, respectively, \(d\) is the damage parameter, and \(n\) and \(d_{cr}\) are model parameters (\(n = 5\) and \(d_{cr} = 0.4\)).

According to Gerard et al. (1998), \(D_{\max}\) can be estimated as 80% of the free water diffusion coefficient.

This approach was further refined by Gerard and Marchand (2000) using the double porosity concept. From a microscopic approach based on a crack opening, they found:

\[
D_d = \frac{D_{\max} + SD_0}{1 + S}
\]

(13)

where: \(S\) is the ratio of the surface perpendicular to the diffusion flow of uncracked concrete, divided by the surface of cracked concrete, and can be calculated as:

\[
S = \frac{1 - d}{d}
\]

(14)

where: \(d\) is the damage parameter, presented by Equation (1).

### 4.0 EARLY-AGE CONCRETE DAMAGE

Early-age cracking is one of the major problems of concrete structures because it can potentially affect the durability of the structures. Fresh concrete analysis requires a thermo-hydro-chemical model coupled to mechanical equations. Rapid evolution of mechanical resistance, drying shrinkage, and heat of hydration are some of the problems related to fresh concrete. Heat of hydration, particularly in mass volume concrete structures, can be detrimental to the durability by generating cracks and consequently reducing the service life. Similarly, high moisture gradients during curing can induce drying shrinkage and cracks. The objective of this section is to explain the mechanical characteristics of early-age concrete and related damage models.

#### 4.1 Degree of Hydration

One of the most important parameters for analyzing early-age concrete is estimating its degree of hydration. The degree of hydration is a time dependent variable which defines the hydration progress from the first contact of cement and water to fully hydrated cement paste. Hua et al. (1995) used this parameter to estimate the amount of shrinkage strain. They presented the degree of hydration as a ratio of bonded water at time \(t\) to total consumed water for full hydration:

\[
\xi = \frac{W_t}{W_{wc}}
\]

(15)
where: $\xi$ is the degree of hydration, $W_t$ and $W_\infty$ are the quantities of consumed water at time $t$ and for full hydration respectively. $W_\infty$ can be estimated according to the cement type and $W_t$ is determined by the weight difference between the specimen dried at 105°C and heated to 1,050°C.

Ulm and Coussy (1998) developed this concept and presented the rate of hydration in an Arrhenius form:

$$\dot{\xi} = A_H \exp \left( -\frac{E_a}{RT} \right)$$  \hspace{1cm} (16)

where: $\dot{\xi}$ is the rate of hydration, $E_a$ is the activation energy, $R$ is the gas constant, $T$ is the temperature, and $A_H$ can be considered as a normalized affinity.

### 4.2 Evolution of Mechanical Characteristics

Mechanical characteristics of early-age concrete change with time. ACI (ACI 209R-92) provides expressions, based on experimental results, to estimate the compressive strength and Young’s modulus of concrete with time. Equations (17) and (18) provide expressions for compressive strength and Young’s modulus as a function of time during concrete hydration.

$$
(f'_c)_t = \frac{t}{\alpha_f + \beta_f t} (f'_c)_{28}
$$  \hspace{1cm} (17)

where: $(f'_c)_t$ is the compressive strength at time $t$, $(f'_c)_{28}$ is 28-day compressive strength and $\alpha_f$ and $\beta_f$ are two constants.

$$E_t = g_{ct} \left[w_c (f'_c)_t\right]^{0.5}
$$  \hspace{1cm} (18)

where: $E_t$ is Young’s modulus at time $t$, $w_c$ is the specific weight of concrete (kg/m³), $(f'_c)_t$ is the time dependent compressive strength (MPa), and $g_{ct}$ is a constant (0.043, according to ACI 209R-92).

### 4.3 Shrinkage

According to the definition of ACI, shrinkage is the strain measured on a load-free concrete specimen as a result of induced capillary forces occurring during drying (ACI 209.1R-05). When concrete shrinks with time due to the evaporation of moisture, stress develops if the concrete member is fixed to other structural components, thereby causing cracks. Generated cracks have adverse effects on the service life and durability of the structure. Shrinkage depends on the environment condition (especially the relative humidity), the concrete mixture and the size of the specimen and does not include length changes due to temperature variations. Shrinkage strain is usually measured by casting companion load-free specimens identical to the loaded concrete specimens used to measure the total strain. Typical shrinkage values are given by ACI (ACI 209.1R-05) as dimensionless strains. Long-term concrete shrinkage values are typically between 200 and 800×10⁻⁶ mm/mm. Mortar shrinkage values are typically between 800 and 2,000×10⁻⁶ mm/mm. Cement paste shrinkage values are typically between 2,000 and 6,000×10⁻⁶ mm/mm.

ACI separates the shrinkage strain in two main groups:

- **Autogenous shrinkage** - The shrinkage occurring during the absence of moisture exchange (as in sealed concrete specimens), due to the hydration reactions taking place inside the cement matrix, is defined as autogenous shrinkage. Autogenous shrinkage is usually small for many normal compressive strength concretes and can usually be neglected. For concrete with water-cement ratios (w/c) less than 0.40, however, autogenous shrinkage may be a significant component of the total measured shrinkage (ACI 209.1R-05).

- **Drying shrinkage** - Shrinkage occurring in a specimen that is exposed to drying condition is called drying shrinkage. For normal-strength
concrete, it is usually assumed that the entire shrinkage strain is due to drying shrinkage, and any contribution from autogenous shrinkage is neglected. Final value of drying shrinkage can be estimated by its relation to water loss of concrete.

Figure 3 illustrates these two types of shrinkage strain and compares their intensity, time of initiation and evolution with time with other sources of strain.

Some factors that affect the drying shrinkage are: concrete quantity, characteristics, size of aggregates, water/cement ratio, size and shape of the specimens (see Equation (19) and relative humidity of environment (see Equation (20). Experimental measurements made on drying shrinkage are very sensitive to the dimensions, shape of the specimens, and boundary conditions (Benboudjema et al. 2005).

4.3.1 Size Effect on the Shrinkage Strain

The ACI associates the shrinkage strain to the shape of specimen with the following expression:

$$\varepsilon_{sh} \propto \frac{1}{V/S}$$

where: $V$ is the volume of specimen and $S$ is its drying surface area.

4.3.2 Relative Humidity or Water Loss Effect on the Shrinkage Strain

The ACI relates the shrinkage strain to the relative humidity by the following expression:

$$\varepsilon_{sh} \propto 1 - \left(\frac{RH\%}{100}\right)^b$$
where: $\varepsilon^{sh}$ is shrinkage strain, $RH$ is the relative humidity in percent and $b$ is a parameter that ranges from 1 to 4.

Rahman et al. (2000), by studying repaired concrete structures, proposed a linear relationship between the moisture loss and the free shrinkage strain:

$$ (\Delta \varepsilon^{sh})_t = G(\Delta W_i)(\varepsilon^{sh})_u $$

where: $(\Delta \varepsilon^{sh})_t$ is an increment in free shrinkage strain at time $t$, $(\varepsilon^{sh})_u$ is the ultimate free shrinkage strain and $G(\Delta W_i)$ is an experimentally determined function that allows the mapping from moisture loss $\Delta W_i$ to the free shrinkage strain.

Benboudjema et al. (2005) also reproduced experimental results, highlighting that drying shrinkage strains are proportional to moisture loss. They proposed the following relationship:

$$ \dot{\varepsilon}^{sh} = k_{ds} \dot{W}_c I $$

where: $\dot{\varepsilon}^{sh}$ is the rate of drying shrinkage strain, $\dot{W}_c$ is the rate of water content evolution, $k_{ds}$ is the hydrous compressibility factor, and $I$ is the unit tensor.

Bazant (2001) summarized various aspects for the predicting concrete shrinkage and presented two prediction models to estimate the shrinkage strain. One model is an approximate prediction formula for pore relative humidity distributions, and is required for realistic creep and shrinkage analysis. The other deals with the extrapolation of short time measurements of creep and shrinkage to long times.

The first approach can be written as:

$$ \left( \frac{\varepsilon^{sh}}{\varepsilon^{sh}_u} \right) = \frac{W_c^0 - W'_c}{W_c^0 - W_c^\infty} $$

where: $W_c^0$ is the initial specific evaporable water content in concrete, $W'_c$ is the average specific water content, and $W_c^\infty$ is the final water loss.

The second approach is written as:

$$ (\varepsilon^{sh})_{t+1} = P_6(\varepsilon^{sh})_t $$

where: $(\varepsilon^{sh})_{t+1}$ is the new value of shrinkage strain obtained from the previous time step value $(\varepsilon^{sh})_t$, and $P_6$ is defined as:

$$ P_6 = \frac{\sum (\varepsilon^{sh})_i}{\sum (\varepsilon^{sh})_i^2} $$

where: $\varepsilon^{sh}$ and $(\varepsilon^{sh})_i$ are measured and estimated values of shrinkage strain respectively for the previous time steps and subscript $i$ deals with the number of known data points.

4.3.3 Total Shrinkage Strain

According to ACI committee 209 (ACI 209R-92), total axial shrinkage strain varies with time and approaches its ultimate value. It can be predicted using the following formulas:

$$ (\varepsilon^{sh})_t = \frac{t}{t + 35}(\varepsilon^{sh})_u $$  
Shrinkage after curing for 7 days for moist cured concrete

$$ (\varepsilon^{sh})_t = \frac{t}{t + 35}(\varepsilon^{sh})_u $$  
Shrinkage after curing for 1–3 days for steam cured concrete

where: $(\varepsilon^{sh})_u$ is the ultimate shrinkage strain ($\approx 800 \times 10^{-6}$ for moist cured and $\approx 730 \times 10^{-6}$ for steam cured, according to ACI-209 for an ordinary concrete).

The calculated shrinkage strains using ACI equations can be transformed into initial strain loads or equivalent temperature gradients using Equation (27):

$$ \varepsilon^{sh} \approx \varepsilon^T = \alpha_T \cdot \Delta T \Rightarrow \Delta T = \varepsilon^{sh} / \alpha_T $$

(27)
where: $\varepsilon^T$ is the thermal strain, $\alpha_T$ is the concrete thermal expansion coefficient. Using this analogy, the thermal coefficient must be calibrated to fit the shrinkage strains.

### 4.3.4 Preventing Shrinkage

There are various methods for controlling of shrinkage cracking. Good curing practice can decrease considerably the shrinkage. Control joints, shrinkage strips, and shrinkage compensating concrete are some typical methods referred by ACI (ACI 224R-01). Rongbing and Jian (2005) also described a chemical process called ethoxylation to synthesize a shrinkage-reducing admixture.

### 4.4 Heat of Hydration

When cement is mixed with water, the exothermic chemical reactions of the hydration process generate heat. The heat generated by the cement’s hydration raises the temperature of concrete. To model the heat of hydration, Cervera et al. (Cervera 1999, Cervera 1999b) added a source term $f_\xi$ to the energy conservation equation. This term models the heat generated by the chemical reactions when the cement is mixed with water:

$$ f_\xi = Q_\xi \dot{\xi} $$  \hspace{1cm} (28)

where: $Q_\xi$ is a material constant and $\dot{\xi}$ is the degree of hydration.

They present a rate of hydration, $\dot{\xi}$, in Equation (29), which has a different form than that in Equations (15) and (16):

$$ \dot{\xi} = n_1 \left( \frac{A_\xi}{n_0 \xi_\infty} \right) \left( \xi_\infty - \xi \right) $$ \hspace{1cm} (29)

$$ \times \exp \left( - \frac{n_2 \xi}{\xi_\infty} \right) \exp \left( - \frac{E_a}{RT} \right) $$

where: $A_\xi$ is the initial affinity of the hydration reaction, $\xi_\infty$ is the maximum degree of hydration, $E_a$ is the activation energy of the hydration process, $R$ is the ideal gas constant, and $T$ is the temperature. The other parameters, i.e., $n_0$, $n_1$, and $n_2$ are material constants to be determined experimentally.

The hydration process can be coupled with the mechanical model by adding a component to the total strain equation (30), called the hydration strain $\varepsilon^H$, which is the contribution from the self-generated heat of cement’s hydration. This strain is proportional to the hydration degree:

$$ \varepsilon^H = \alpha_T^* \xi I $$  \hspace{1cm} (30)

where: $\alpha_T^*$ is the thermal expansion parameter associated to the heat of hydration and $I$ is the unit tensor.

Similar models considering the hydration process were described in (Ulm and Coussy, 1995 and 1998, and Gawin et al. 2006).

### 4.5 Damage Model

Several models have been proposed in order to study the early-age behavior of concrete structures by means of finite element calculations. Calculations are performed by considering phenomena related to fresh concrete characteristics such as thermal expansion from the hydration process, shrinkage strain, chemical strain, etc. Gawin et al. (2006) presented a rheological behavior model according to the following equation:

$$ \varepsilon = \varepsilon^e + \varepsilon^c + \varepsilon^T + \varepsilon^o $$  \hspace{1cm} (31)

where: $\varepsilon^e$ is elastic strain, $\varepsilon^c$ is creep strain (sum of viscoelastic and viscous flow strain), $\varepsilon^T$ is thermal strain, and $\varepsilon^o$ is autogenous strain.
In this approach, drying shrinkage is assumed to be a part of the elastic strain $\varepsilon^e$. (Elastic strain is the sum of drying strain plus strain caused by external loading.) Moreover, the rate of shrinkage strain is modeled as a function of relative humidity evolution. Also, autogenous strain, according to this approach, is supposed to be equivalent to the chemical strain as a function of hydration degree.

Ulm and Coussy (1995) presented another model in which total strain is equal to the sum of elastic, thermal, and chemical strain.

$$
\varepsilon = \varepsilon^e + \varepsilon^T + \varepsilon^{sh}
$$

where: $\varepsilon^{sh}$ is shrinkage strain which contains autogenous and drying shrinkage. Globally, chemical strain is modeled as a function of hydration degree.

To obtain the expression of elastic strain, the mechanical behavior of fresh concrete can be modeled. Benboudjema and Torrenti (2008) presented an elastic damage model coupled to shrinkage as follow:

$$
\dot{\varepsilon}^e = C^e_t \dot{\varepsilon}^e
$$

where: $\dot{\varepsilon}^e$ is the rate of effective stress, $C^e_t$ is the fourth order elasticity stiffness tensor and $\dot{\varepsilon}^e$ is the rate of elastic strain.

The elastic strain, depending on the type of rheological model, can be obtained. Equations (31) and (32) are two examples of such models. $C^e_t$ can be obtained knowing Young’s modulus and Poisson’s ratio. In this approach, Poisson’s ratio is supposed to be constant and Young’s modulus can be calculated by an equation similar to Equation (18). Finally, the effective stress can be obtained from the total stress $\sigma$ and the damage parameter $d$:

$$
\sigma' = \sigma (1-d)
$$
Several numerical models have been developed to numerically simulate the phenomenon of sulfate attack and are listed below:

- Atkinson and Hearne (1989) developed one of the earliest models for sulfate attack of cementitious materials. This model was based on an empirical relation between volumetric expansion of the structure and the total amount of ettringite formed. The correlation between the volume of ettringite formed and the overall expansion observed was established and based on some experimental data.
- Ping and Beaudoin (1992) developed a model based on chemical-thermodynamic principles. This model assumed that the expansion resulted from the conversion of chemical energy in the form of crystallization pressure to mechanical energy, which was sufficient to overcome the cohesion of the system.
- Krajcinovic et al. (1992) developed a simple micromechanical model based on homogenization. The preferential location of ettringite formation has also been debated. The two schools of thought are:

  - Racks are generated by the stress due to nucleation of ettringite crystals present in the crack tips (Fu et al. 1994) and
  - Cracks are caused by the stress generated by the compact crystals present in the pores.

These two theories present competing explanations and accepting either one of them needs more evidence. A brief description of different issues is given by Stark and Bollman (1999). An interesting insight about the factors affecting crystallization in pores can be found in (Scherer 1999).

### 5.2 Numerical Modeling of Damage Due to Sulfate Attack

As mentioned earlier, there is no consensus among researchers regarding the mechanism of sulfate attack. Thus, numerical simulation of the phenomenon is only possible if a fairly conservative approach is taken based on simplified assumptions. Figure 4 depicts a general algorithm used to model sulfate attack, as reviewed in the next sections.

When sulfate penetrates a cement-based structure, it reacts with some of the cement hydration products and forms ettringite. As the volume of ettringite is greater than the reactants, it induces strain on the surrounding cement matrix. The strain leads to stress, which results in cracking when the stress exceeds the strength of the material. The presence of cracks increases the diffusivity of sulfate in the material. This results in ingestion of more sulfates and the cycle is repeated until the structure fails.

![Figure 4. Global Approach for Modeling Sulfate Attack Degradation of Cementitious Materials](image-url)
of microscopic responses on a macro scale for evaluation of macro response of the structure. This model has been refined recently (Basista and Weglewski 2008).

- Clifton and Pommersheim (1994) developed a model on the assumption that volume change in the reaction expands the paste, which is linearly dependent on the amount of ettringite formed (following Atkinson and Hearne 1989).
- Gospodinov et al. (1996) developed a model, which includes diffusion of chemical species into cement and its effects (e.g., filling up voids). This model did not include the effects of cracking on the material parameters.
- Saetta et al. 1998 developed a general framework for the evaluation of mechanical behavior under physical/chemical attacks. This model evaluated the coupled effects of moisture, heat and chemical species. Evaluation of expansion and cracking due to chemical attacks was not included in the model.
- Schmidt-Dohl and Rostasy (1999) developed another general model which was based on thermodynamics and kinetics considerations for evaluating degradation of structures under chemical attacks. This model can only be used for species with known thermodynamic data. Also, comparison of the mechanical parameters obtained from this model with experimental data posed considerable difficulty.
- Samson and Marchand et al. (Marchand 2001, Marchand et al. 2002, Samson and Marchand 1999, Samson et al. 1999a, 1999b and 1999c and Samson et al. 2003) developed a numerical model for describing the mechanism of ionic transport in unsaturated cement systems. It included ionic diffusion, moisture transport, and chemical reactions in the use of the extended Nernst-Planck equation and it incorporated the effects of microstructural changes, with a considerable degree of detail, on the transport properties of chemical species in the cementitious materials. But this model did not consider the changes in mechanical properties and their effects on transport properties.
- Tixier and Mobasher (2003) developed a model similar to the one developed by Clifton and Pommersheim (1994) with a different analytical expression assumed for expansion.
- Shazali et al. (2006) developed a general model to evaluate the degradation of concrete under sulfate attack but only in relation to gypsum formation. Damage was quantified by a chemical damage parameter (similar to Saetta et al. 1998) and was incorporated to evaluate the strength of the specimen.

Tixier’s (Texier and Mobasher 2003a) and Krajcinovic-Basista’s model (Krajcinovic et al. 1992 and Basista and Weglewski 2008) are discussed in more detail because these two models attempted to include the effects of chemical reactions on mechanical properties and the effects of structural damage (e.g., cracking) on the hydraulic properties of structures.

### 5.2.1 Tixier’s Model

The purpose of the model is to simulate the response of cement-based structures exposed to external sulfate attack. The changes in the material properties and the hydraulic properties are evaluated using a macro-scale damage, represented by the damage parameter \(d\) in Equation (1).

In this model, three calcium aluminate phases (e.g., calcium monosulfate, unreacted tricalcium aluminate and tetracalcium aluminate hydrate) are assumed to react with sulfate ions and produce ettringite. The equivalent reaction is given as\(^1\)

\[
C_{av} + q\bar{S} \rightarrow C_6A\bar{S}H_{32}
\]  

\(^1\)Cement Notation: \(C = \text{CaO}; S = \text{SiO}_2; A = \text{Al}_2\text{O}_3; F = \text{Fe}_2\text{O}_3; \bar{S} = \text{SO}_3; \bar{C} = \text{CO}_2; K = \text{K}_2\text{O}; N = \text{Na}_2\text{O}; M = \text{MgO}; H = \text{H}_2\text{O} \)
where: \( C_{av} \) is the average weight of the concentrations of tetracalcium aluminate hydrate, monosulfate and residual tricalcium aluminate and \( q \) is an equivalent stochiometric coefficient of the lumped reaction expressed as:

\[
q = 3 \frac{UC_A}{N} + 2 \frac{MMono}{N} + 3 \frac{MTAH}{N}
\]

(36)

\( UC_A \) is the molar concentration of unreacted tricalcium aluminate, \( MMono \) is the molar concentration of calcium monosulfate, \( MTAH \) is the molar concentration of the tetracalcium aluminate hydrate, and \( N \) is the total molar concentration of the three reactants.

5.2.1.1 Diffusion and Chemical Reactions

The coupled diffusion and chemical reaction processes using Fick’s law of diffusion without convection and a second order reaction as expressed below:

\[
\frac{\partial U}{\partial t} = D \frac{\partial^2 U}{\partial x^2} - k U C_{av}
\]

(37)

\[
\frac{\partial C_{av}}{\partial t} = -\frac{k U C_{av}}{q}
\]

(38)

where: \( U \) is the concentration of sulfate, \( C_{av} \) is the lumped concentration of calcium aluminate, \( D \) is the effective diffusivity of sulfate ions through the cement-based system, \( k \) is the reaction rate constant, \( q \) is defined as in Equation (36), and \( t \) is the time.

5.2.1.2 Strain Development

Stress within a representative volume element is calculated based on the net change in volume of the reaction products relative to the reactants (\( \nabla V' \)). If \( (\nabla V') > 0 \), volumetric strain per representative unit volume of the structure is calculated as:

\[
\varepsilon = \frac{\Delta V'}{V}
\]

(39)

where: \( V \) is the initial volume. Assuming a porosity fraction \( b \) is available for deposition of solid products, the net strain is computed as:

\[
\varepsilon' = \varepsilon - b \varphi
\]

(40)

Assuming that the material is isotropic, uniaxial strain is calculated as:

\[
\varepsilon = \frac{\varepsilon'}{3}
\]

(41)

5.2.1.3 Stress-Strain Relations

Subsequently, experimentally determined stress-strain diagram is used to relate the calculated strain from chemical reaction due to volumetric expansion to stress, crack formation and a damage parameter, \( d \). An example stress-strain diagram for cementitious materials under tensile stress is shown in Figure 5.

Cementitious materials contain pores and micro-cracks, which do not affect the strength of the structure in the elastic range (segment \( OA \) in Figure 5). In the nonlinear phase (segment \( AB \) in Figure 5), new micro-cracks will form, which will finally coalesce to \( B \) to form macro-cracks leading the structure to fail as defined by the nonlinear descending curve.

Figure 5. Stress Strain Diagram of Concrete Under Tension
In the nonlinear ascending phase of stress strain diagram, an equivalent Young’s modulus \( E^* \) can be expressed as:

\[
E^* = E(1-d)
\]  \hspace{1cm} (42)

where: \( E \) is the Young’s modulus obtained as the initial tangent or the slope of the linear part of the curve (segment OA in Figure 5).

For the uniaxial case, stress \( \sigma \), and strain \( \varepsilon \) in the nonlinear phase are related as:

\[
\sigma = E(1-d)\varepsilon
\]  \hspace{1cm} (43)

Assuming that the damage parameter is not affected by the Poisson’s ratio of the damaged structure, \( d \) can be expressed as (Karihaloo 1995 and Budiansky and O’Connell 1976):

\[
d \approx \frac{16}{9} k' \left(1 - \frac{\varepsilon_{th}}{\varepsilon}\right)^m
\]  \hspace{1cm} (44)

where: \( \varepsilon_{th} \) is the threshold strain at which micro-cracks start forming and \( k' \) and \( m \) are calibration parameters. The parameters are calibrated by combining Eqs. (43)-(44) and using an experimental stress-strain diagram.

The post-peak response of the structure (segment BC in Figure 5) is modeled by using a relation proposed by Nemat-Nasser and Hori in 1993 (Tixier and Mobasher 2003a) given as:

\[
\frac{\sigma}{f'_{t}} = \sqrt{\frac{\tan(\pi \omega_{b} / 2)}{\tan(\pi \omega / 2)}}
\]  \hspace{1cm} (45)

where: \( \sigma \) is the stress, \( f'_{t} \) is the maximum tensile stress, and \( \omega_{b} \) is the damage parameter corresponding to the peak stress.

The unloading is assumed to be elastic and the elastic modulus in the post-peak region is obtained by

\[
E^* = \frac{\sigma}{\varepsilon - \varepsilon_{0}}
\]  \hspace{1cm} (46)

where: \( \varepsilon_{0} = \varepsilon_{p} - \frac{f'_{t}}{E_{0}} \), \( \varepsilon_{p} \) is the strain at the maximum tensile stress.

Average expansion is expressed as (Tixier and Mobasher 2003a)

\[
\Delta = \sigma_{1} \left(\frac{1}{E} - \frac{1}{E_{0}}\right)L
\]  \hspace{1cm} (47)

where: \( E \) is the average Young’s modulus over the cross section, \( L \) is the gauge length of the specimen and \( \sigma_{1} \) is the residual strength which can be viewed as a scaling factor.

5.2.1.4 Change in Diffusivity

A linear relationship between the damage parameter and diffusivity is assumed in this work and is expressed as

\[
D(d) = d(D_1 - D_2) + D_2
\]  \hspace{1cm} (48)

where: \( D_1 \) is the effective diffusivity of sulfate ions through cracked structure and \( D_2 \) is the effective diffusivity of sulfate ions through the uncracked structure.

5.2.2 Krajcinovic-Basista’s Model

The Krajcinovic-Basista’s model incorporates coupled physico-chemical processes of non-steady diffusion with chemical reaction, topochemical reaction\(^2\) of ettringite formation, expansion of

\(^2\)“A reversible or irreversible reaction that involves the introduction of a guest species into a host structure and that results in significant structural modifications to the host...” (IUPAC 1997).
ettringite crystals, formation of micro-cracks and evolution to macro-cracks. This is a unique attempt to capture the behavior at the micro and macro-scales and the transition across these scales. For this model, the diffusion process and the second order chemical reaction are evaluated the same way as in Tixier’s model (see (41) and (42)) but the diffusivity of sulfate in uncracked cement-based structure is calculated from (Garboczi and Bentz 1992):

\[
\frac{D_{ij}^e}{D_i} = 0.001 + 0.07 \varphi_{cap} \cdot
\]

\[
+ 1.8H(\varphi_{cap} - 0.18)(\varphi_{cap} - 0.18)^2
\]

\[D_i \text{ is the diffusivity in the free solution and } \varphi_{cap} \text{ is the fraction of capillary porosity.} \]

Also, the expansive strain due to ettringite formation in this model is calculated similar to the way in Tixier’s model (Tixier and Mobasher 2003).

5.2.2.1 Calculation of Damage Parameter

The damage parameter is used to bridge micro-scale and macro-scale responses. In the micro-scale, the growing ettringite crystal exerts pressure on the surrounding cement paste matrix. If the stress exceeds the fracture toughness of the cement paste matrix, micro-cracks start to propagate and finally coalesce to form macro-cracks.

Assuming that a small notch exists at the matrix-inclusion interface, the stress intensity factor can be approximately calculated as

\[
K_I = \frac{2p^n}{\sqrt{a_0a_c}} \left( a_c - \sqrt{a_c^2 - r_{ao}^2} \right)
\]

\[a_c \text{ is the mean half crack length of penny shaped cracks.} \]

The terminal half crack length at the completion of reaction by a single C\textsubscript{3}A particle can be approximately calculated using the fracture toughness \(K_{IC}\) of the cement paste. The damage parameter, \(\omega\), is then calculated using the following equation (Budiansky and O’Connell 1976):

\[
\omega = N_a \ a_c^3
\]

\[N_a \text{ is the number of particles of } C_3A \text{ consumed (equivalent to the number of cracks if assumed to be under mean field effects) and } a_c \text{ is the half crack length.} \]

5.2.2.2 Stress-Strain Relations

The relation between stress and strain at the macro scale is given as

\[
\varepsilon = S(\omega) : \sigma + \varepsilon^f
\]

\[\varepsilon^f = f^1 \varepsilon^{**}\]

\[f^1 \text{ is the inclusion volume density and } \varepsilon^{**} \text{ is the eigenstrain.} \]

The compatibility condition in one dimension is expressed as

\[
\frac{d^2}{dx^2} [\sigma(x,t) + E(x,t) f^1(x,t) \varepsilon^{**}(x,t)] = 0
\]

\[f^1 \left( x,t \right) = f^1 \left( x,t \right) \varepsilon^{**} \left( x,t \right)\]

\[= f^1 \left( x,t \right) \varepsilon^{**} \left( x,t \right)\]
where: $\omega_c$ is the conduction percolation threshold at which a spanning cluster traverses and joins with another spanning cluster.

Its value is obtained as 0.182 from the results of numerical simulation by Charlaix in 1986 (Basista and Weglewski 2008).

\[D_p \propto (\omega - \omega_c)^{\mu_{\omega}} \]  \hspace{1cm} (59)

where: $\mu_{\omega} \approx 2$ is a universal exponent for a three-dimensional case.

The modified diffusion coefficient is now given as

\[D = D_0(1 + \frac{32}{9} \omega) + D_p \]  \hspace{1cm} (60)

where: $D_0$ is the diffusivity in the uncracked cement-based structure and $\omega$ is the damage parameter. Young’s modulus and Poisson’s ratio are obtained from the damage parameter using the following relations (Budiansky and O’Connell 1976):

\[E = E_0(1 - \frac{16}{9} \omega) \]  \hspace{1cm} (57)

\[\nu = \nu_0(1 - \frac{16}{9} \omega) \]  \hspace{1cm} (58)

where: the subscript "0" denotes the uncracked matrix and the non-subscripted parameters denote cracked matrix.

A scaling law is used to describe diffusion in the percolation regime, where micro-cracks coalesce to form a macro-crack, following numerical simulations by Stauffer in 1985 (Krajcinovic et al. 1992):  \hspace{1cm} (59)
6.0 CORROSION-INDUCED CRACKING

Reinforcement corrosion is one of the most important problems affecting the durability of concrete structures. When steel reinforcement corrodes, the chemical reaction produces corrosion products that occupy more volume than the original steel. This creates a pressure on the concrete cover (Dekoster et al. 2003, Bhargava et al. 2006) and hoop or tangential tension around the rebar. The radial component of this pressure increases with the corrosion product expansion. Cracking occurs when the tangential component or hoop stress exceeds the maximum tensile strength of concrete. The crack propagates from the steel-concrete interface to the surface of the concrete. Crack propagation analysis can give a criterion for an estimate of the structure’s durability or service life.

This report focuses only on the mechanical aspect of the corrosion problem. The corrosion process is initiated by the ingress of chloride and carbonation. These topics are covered in the chemical degradation report.

6.1 Corrosion Mechanism

The mechanism of corrosion using an analytical calculation base for a single reinforcement was described by Liu and Weyers (1998). They introduced a simple model that can estimate the time needed for producing a crack in the concrete cover.

Figure 6 shows the three phases of damage propagation. On the figure, $R_s$ is the initial radius of the steel bar, $c$ is the thickness of the concrete cover layer, $d_0$ is the width of the high porosity interfacial concrete zone, $R_i$ is $R_s$ plus $d_0$, $R_0$ is $R_i$ plus $c$, $d_1$ is the radius of steel lost by corrosion, $P_r$ is the pressure induced by the corrosion product, $d_e$ is the deformation under this pressure, and $R_c$ is the radius of the damaged zone. In phase (I), corrosion starts. In phases (II), corrosion consumes a portion of the steel bar, fills the porous zone and starts to apply pressure on the concrete cover. Finally, in phase (III), tangential component or hoop stress of radial pressure $P_r$ damages the surrounding zone.

The embedded reinforcement is usually surrounded by a ring of concrete having a high porosity. When corrosion starts, the process consumes steel. The

![Figure 6. Rust Propagation and Induced Pressure After Bhargava et al. (2006)](image-url)
corrosion products, which occupy more volume than
the original steel, fill this porous zone easily. It is
assumed that filling this zone does not change the
stress around the reinforcement. So, the initial radius
of the reinforcement system, $R_i$, is considered equal
to the initial radius of the steel bar, $R_s$, in the high porous
cementitious zone $d_0$ (Figure 6). The distance $d_j$ in Figure
1 shows the radius of steel lost by corrosion. When $d_0$
is filled completely, more corrosion product creates a
pressure $P_r$. It is assumed that this pressure is uniform
on the external face of the reinforcement, inside of the
corroded zone and on the internal face of the concrete
cover in contact with the corroded zone. This pressure
is applied to the concrete and induces a deformation
as shown by $d_c$ in Figure 6. This imposed deformation
creates a damaged zone with radius $R_c$. Bhargava et al.
(2006) described an analytical method that estimates
the necessary time that $R_c$ can reach $R_i$, corresponding
to a completely damaged concrete cover.

A similar description was proposed by Wang and

6.2 Corrosion Expansion

One of the most important steps in corrosion
modeling is the estimation of the expansion caused
by the formation of corrosion products. Empirical
relationships have been proposed to model the
imposed displacement by corrosion products around
the reinforcement.

Dekoster et al. (2003) proposed that the expansion
thickness equals two times the initial thickness. Du et
al. (2006) described the crack propagation in concrete
cover in four steps:

- Internal cracking due to radial expansion and
tangential tension, which creates the first crack
inside the concrete cover;
- Before the internal cracks penetrate the concrete
cover, external cracks appear on the surface of the
material;
- Penetration cracking when outside cracks reach
inside cracks and;
- Ultimate cracking of concrete under tensile stress
decreases the resistance and increases the softening
until no further development of cracks occurs.

Du et al. (2006) proposed typical values of radial
expansion of 0.005, 0.0012, 0.0015, and 0.0017mm
for internal, external, penetration, and ultimate
cracking, respectively, for a rebar with 8mm diameter
and 8mm concrete cover.

Wang and Liu (2006) used a linear function between
the volume of accumulated corrosion product $\Delta V_C$
and the original volume of reinforcement $V_R$:

$$\Delta V_C = n_V \Delta V_R \quad (61)$$

where: $n_V$ is the ratio of the rust volume on initial steel
volume and varies between 1.7 and 6.15 according to
different corrosion products.

Bhargava et al. (2006) used an equation, which relates
the mass density change of corrosion products to their
chemical formula:

$$\rho_r = \frac{\rho_s}{\alpha_1 \alpha_2} \quad (62)$$

where: $\rho_r$ and $\rho_s$ are mass densities of corrosion prod-
ucts and original steel respectively, and $\alpha_1$ and $\alpha_2$ are
two coefficients, which depend on the type of corrosion
product. They proposed the values for these two coef-
ficients (Table 1).

6.3 Rate of Corrosion

Wang and Liu (2006) proposed a corrosion
propagation time that is a function of the bar radius,
concrete cover thickness and annual mean corrosion
current density. The corrosion current density is
also discussed by Ahmad (2003). It is related to the
corrosion rate by:
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Assuming a homogenous distribution, the mass of the corrosion product can be calculated as:

\[ m_r = 2J_r(\Delta t)\pi R_s \]

where: \( m_r \) is the mass of the corrosion product, \( R_s \) is the reinforcement radius and \( \Delta t \) is the elapsed time.

The total expansion volume of corrosion product, \( \Delta V_c \), can be calculated according to Martin-Pérez (1999):

\[ \Delta V_c = m_r \frac{1 - \alpha}{\rho_r \rho_s} \]

This gives a displacement equal to (see Figure 6):

\[ d_c = \frac{\Delta V_c}{2\pi R_s} \]

This displacement, \( d_c \), is the thickness of corrosion products on the rebar as a function of time. It can be imposed homogenously around the reinforcement for to model the mechanical effect of the corrosion process.

### 6.4 Modeling the Damage Induced by Corrosion

Most models found in the literature are based on semi-analytical approaches that estimate the time to cracking from a simple mechanical analysis. Two such models were reviewed. Another model based on a coupled multiphysic analysis was also reviewed and presented at the end of this chapter.

---

**Table 1. Coefficient \( \alpha_1 \) and \( \alpha_2 \) for Different Types of Rust Production in Concrete**

<table>
<thead>
<tr>
<th>Corrosion Products</th>
<th>FeO</th>
<th>Fe(_3)O(_4)</th>
<th>Fe(_2)O(_3)</th>
<th>Fe(OH)(_2)</th>
<th>Fe(OH)(_3)</th>
<th>Fe(OH)(_3)·3H(_2)O</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_1 )</td>
<td>0.777</td>
<td>0.724</td>
<td>0.699</td>
<td>0.622</td>
<td>0.523</td>
<td>0.347</td>
</tr>
<tr>
<td>( \alpha_2 )</td>
<td>1.80</td>
<td>2.00</td>
<td>2.20</td>
<td>3.75</td>
<td>4.20</td>
<td>6.40</td>
</tr>
</tbody>
</table>
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Assuming a homogenous distribution, the mass of the corrosion product can be calculated as:

\[ m_r = 2J_r(\Delta t)\pi R_s \]

where: \( m_r \) is the mass of the corrosion product, \( R_s \) is the reinforcement radius and \( \Delta t \) is the elapsed time.

The total expansion volume of corrosion product, \( \Delta V_c \), can be calculated according to Martin-Pérez (1999):

\[ \Delta V_c = m_r \frac{1 - \alpha}{\rho_r \rho_s} \]

This gives a displacement equal to (see Figure 6):

\[ d_c = \frac{\Delta V_c}{2\pi R_s} \]

This displacement, \( d_c \), is the thickness of corrosion products on the rebar as a function of time. It can be imposed homogenously around the reinforcement for to model the mechanical effect of the corrosion process.
Assuming that the formation of corrosion products corresponds to an imposed displacement $d_c$, the pressure on the concrete shell around the rebar is given by:

$$ P_r = \frac{E_{ef} d_c}{(R_s + d_0)(m_c + \nu)} \quad (73) $$

where: $\nu$ is the Poisson’s ratio and $E_{ef}$ is the effective Young’s modulus, given by:

$$ E_{ef} = \frac{E}{1 + \theta} \quad (74) $$

where: $E$ is Young’s modulus of the undamaged concrete and $\theta$ equals to the creep coefficient.

The parameter $m_c$ is given by:

$$ m_c = \frac{((R_s + \rho)^2 + R_s^2) - ((R_s + \rho)^2 - R_s^2)}{(R_s + \rho)^2} \quad (75) $$

By supposing a thick-wall concrete cylinder around the reinforcement with a linear stress distribution from the inside surface of concrete cover to the outside and assuming that, at the failure limit, the outside stress is equal to the tensile strength of concrete, pressure can be calculated as:

$$ P_r = \frac{c f_t}{R_s} \quad (76) $$

in which $f_t$ is the tensile strength of concrete.

Combining Equation (76) with Equation (73) yields an expression for $d_c$, the concrete deformation due to the formation of corrosion products.

$$ d_c = \frac{c f_t}{E_{ef}} (m_c + \nu) \quad (77) $$

The stress-strain relationship, for a concrete cover with thickness $C$ around the reinforcement (see Figure 6), can be estimated analytically in a cylindrical coordinate system (Timoshenko and Goodier 1970).
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\[ M_{\text{crit}} = \frac{2\pi \rho_s \rho_s R_s}{\rho_s - \alpha \rho_s} \left( \frac{c f_t}{E_{ef}} (m_c + v) + d_0 \right) \]  

(78)

Liu and Weyers (1998) presented the corrosion product formation rate as a function of time \( t \) as the following equation:

\[ \frac{dm_r}{dt} = \kappa_c \]  

(79)

where \( \kappa_c \) is the rust production rate and is defined as (Thoft-Christensen 2000):

\[ \kappa_c = 0.766 \times 10^{-3} R_s i_{\text{cor}} \]  

(80)

The coefficient \( \kappa_c \) is the rust production rate and is defined as:

\[ \kappa_c = \frac{dm_r}{dt} \]

The time to initiate concrete cover cracking can be calculated by integrating Equation (79):

\[ t = M_{\text{crit}}^2 / 2 \kappa_c \]  

(81)

6.4.2 Martin-Pérez’s Model (1999)

Martin-Pérez (1999) assumed a concrete cover formed by a cracked and an uncracked layer (see Figure 7). The analytical solution for the tangential stress, under an imposed pressure \( P_r \) at the boundary of the cracked zone (with radius \( R_c \)) can be written as:

\[ \sigma' = \frac{R_s R_c R_s}{(c + R_s)^2 - R_c^2} \left( 1 + \frac{(c + R_s)^2}{R_c^2} \right) \]  

(82)

In this equation, \( P_r \) is the pressure at the steel/concrete interface.

The pressure distribution inside the concrete cover is given by (see Figure 7):

\[ P_c = P_r \frac{R_c}{R_s} \]  

(83)

It is assumed that an internal crack occurs when the tangential stress, given by Equation (82), exceeds the concrete tensile strength.

By considering Equations (80) and (81), a value of \( R_c \) for which the tangential stress is maximum can be found. This is illustrated by drawing the ratio of \( P_r / \sigma_t \) as a function of \( R_c \). Figure 8 shows this curve for a steel rebar of 16-mm diameter and a 20-mm concrete cover.

This figure shows that, for a small \( R_c \) value (radius of damaged zone, see Figure 7), the \( P_c \) value is high but \( c \) is large; inversely for a large amount of \( R_c \), \( P_c \) is smaller but \( c \) is decreased. The optimal value of \( R_c \) can be found by calculating the derivative \( P_r / \sigma_t \) with respect to \( R_c \), which gives:

\[ R_{c}^{\text{Max}} = 0.486 \ (c + R_s) \]  

(84)

Substituting \( R_{c}^{\text{Max}} \) in Equation (82) and replacing the tangential stress with the tensile strength of concrete \( f_t \), gives the maximum internal pressure that can be sustained by the concrete cover before cracking:

\[ P_{r}^{\text{Max}} = \frac{c}{2R_s} + 0.5 \]  

(85)
The corresponding time for the production of the critical mass of corrosion products (mass necessary to initiate cracking), based on Equation (67), is given by:

\[ t = \frac{M_{\text{crit}}}{2 \pi R_j J_r} \]  

where: \( J_r \) was defined by Equation (63).

### 6.5 Numerical Simulation of Corrosion Damage

Beside the semi-analytical models studied, concrete cracking by corrosion can also be modeled by numerical methods. Numerical models are particularly useful for complicated reinforcement geometries. The implementation of such model in a numerical code allows taking into account several multi-physics phenomena that play an important part in the estimation of the service life of materials. Chen and Mahadevan (2008) presented a numerical model of concrete cracking due to corrosion, coupled with heat transfer and chloride penetration. They compared the crack propagation patterns in concrete structures using both a constant and a dynamic corrosion rate, as a function of the chloride content.
Equation (91) presents the corrosion current model used by Chen and Mahadevan, based on experimental data from (Liu and Weyers 1998):

\[
I_{\text{cor}} = 0.926 \exp \left[ 7.98 + 0.7771 \ln(1.69C_i) - \frac{3006}{T} - 0.00011R_r + 2.24t^{0.215} \right] 
\]

(91)

where: \( I_{\text{cor}} \) is the corrosion current density, \( C_i \) is the total chloride content, \( T \) is temperature, \( t \) is corrosion time, and \( R_r \) is the ohmic resistance of the concrete cover. \( R_r \) is also related by an empirical regression relationship to the total chloride content:

\[
R_r = \exp \left[ 8.03 - 0.549 \ln(1 + 1.69C_i) \right] 
\]

(92)

Figure 9 shows the radial displacement on the concrete–steel interface, obtained by two methods.

To model cover cracking, Chen and Mahadevan (2008) applied a linear elastic model for the tension part of the stress and a perfectly plastic model for the compression part for which the ascending part follows the Desayi and Krishnan model with the following expression:

\[
\sigma = \frac{E\varepsilon}{1 + \left( \frac{E\varepsilon}{2f_c'} \right)} 
\]

(93)

where: \( \sigma \) and \( \varepsilon \) are stress and strain, respectively, \( E \) is the Young’s modulus and \( (f_c') \) is the ultimate compressive strength. Application of the numerical code allows using a more sophisticated mechanical model to analyze cracking and damage propagation.

**7.0 ALKALI-SILICATE REACTION**

Alkali-silica reaction (ASR) is one of the most important causes of concrete structural damage. ASR has been observed on many different types of structures including dams, pavements, and bridges. Ever since its discovery in 1940 by Stanton (Stanton 1940), many studies have been conducted to describe the mechanisms of ASR and how various parameters affect the expansion of aggregates and the production of cracking. But this phenomenon remains unclear and research is still ongoing.
7.1 Mechanisms of ASR

It is generally agreed that the three essential components for the ASR in concrete structures are the presence of: (1) reactive silica (from aggregates), (2) sufficient alkalis (mainly from Portland cement, but also from other sources, internal or external, of concrete), and (3) sufficient moisture.

The term “reactive silica” refers to aggregates that tend to react with the alkali hydroxides (sodium and potassium) to form ASR gel. It is important to note that not all siliceous aggregate can be the source of ASR. The inherent reactivity of aggregates depends on several factors including; mineralogy, degree of crystallinity, and solubility of the silica in pore solution. Aggregates susceptible to ASR must also contain a certain amount of reactive minerals such as opal, tridymite, cristobalite, and volcanic glass.

The composition of the ASR gel is not well understood. It is commonly accepted that the expansion is induced by the formation of a hydrous alkali silicate gel, which forms as the result of reactions between the silicate aggregates and alkali hydroxide ions in the hydrated cement paste matrix pore solution (Glasser 1992, Diamond 2000). The composition of this gel is still a topic of discussion (Knudsen and Thaulow 1975, Diamond 2000).

Over the past decades, many researchers have considered ASR gel to be a mixture of several components containing various proportions of alkali, calcium, and silicate (Powers and Steinour 1955, Scrivener and Monteiro 1994, Helmuth and Stark 1992). Helmuth and Stark (1992), referring to the equilibrium phase results of Kalousek (1944), concluded that the gel could be entirely expressed as a combination of an alkali silicate hydrate (ASH) phase and a calcium alkali silicate hydrate phase. More recent data from X-ray diffraction (XRD) analyses, Si nuclear magnetic resonance (NMR) spectroscopy and molecular dynamic (MD) modeling, suggest that the structure of natural and synthetic ASR gels could be rather similar to kanemite (NaHSiO$_4$·3H$_2$O) (Weiker et al. 1996, Hou et al. 2004, Kirkpatrick et al. 2005). NMR spectroscopy data also demonstrated that the ASR gel could only be formed in chemical environments of low calcium and high silicate concentrations (in solution). In concrete, these conditions can be obtained by the formation of a reactive transport barrier around the aggregates.

7.2 ASR Test Methods

The ASR related test methods, according to Figure 10, can be divided into laboratory and in-situ tests.

Laboratory tests are also divided into two main categories: tests on concrete and tests on aggregates. ASTM C 227 covers the determination of the susceptibility of cement-aggregates combination to expansive reaction with ASR by measuring the increase or decrease in length of a specimen during storage under prescribed test conditions. ASTM C 1293 allows estimating the ASR potential of aggregates with pozzolan or slag. ASTM C 1260 and C 1567 can be used with more aggressive conditions, which permit detection of ASR potential within 16 days. Finally, ASTM 289 is the laboratory test that covers chemical determination of the potential reactivity of aggregates by storing crushed and sieved aggregates in sodium hydroxide solution.

In situ tests are generally divided in two main groups: destructive test (DT) and non-destructive test (NDT) methods. Destructive tests mainly consist in in-situ coring. Cored samples can then be analyzed according to the laboratory tests mentioned previously. Some common NDT methods for the assessment of condition of ASR-affected structures are Spectral Analysis of Surface Waves (SASW), related Multiple Impact Surface Waves (MASW) methods, Impact Echo (IE) using patented Impact Echo Scanner, and Slab Impulse Response (SIR). The objective of all in-situ NDT tests is to locate damaged zones affected by ASR.
7.3 ASR Mitigation

It is well-known that concrete expansion due to ASR can be suppressed by the addition of pozzolanic material (Chatterji 2005). The required quantity of supplementary cementitious materials is primarily a function of aggregate type and mixture characteristics (Thomas 1996, Fournier and Bérubé 2000, Duchesne and Bérubé 2000, Thomas et al. 2006). The benefits of lithium-based admixtures for ASR mitigation are also well documented (Folliard et al. 2003, Tremblay et al. 2004, Millard and Kurtis 2008). Lithium can be used to suppress the expansion arising from most reactive aggregates (Thomas et al. 2006). Finally, it is well known that restricting the alkali contribution of the portland cement component and reducing the internal relative humidity in concretes below a certain value can be effective for controlling the ASR expansion. The maximum tolerated alkali content (that associated with the expansion limit that produces damage) and critical relative humidity are both related to the reactive aggregate type (Bérubé et al. 2002a, Fournier and Bérubé 2000, Multon et al. 2008). The use of coatings and sealants to reduce the internal relative humidity of concrete can also mitigate ASR in bridge decks and pavements (Bérubé et al. 2002a).

7.4 Modeling of Damage Induced by ASR

Over the years, several theories have been proposed to explain the volume instability of concrete affected by ASR. Some have attempted to describe the swelling mechanisms at the pore scale. In most of these approaches, the expansion of concrete is induced by the swelling of the amorphous silica gel, which eventually cracks the material. According to one of the most prevalent views, the change in volume of concrete is due to the hydrophilic nature of the gel, which tends to absorb water by osmosis. While absorbing water, the gel swells and locally creates internal pressures (Dent-Glasser and Kataoka 1981, Diamond et al. 1981). More recently, the expansion of concrete by the alkali-silica reaction was attributed to surface phenomena. This theory assumes that the interaction of the gel with the ionic species present in the pore solution of hydrated cement pastes generates electrical double layer repulsive forces, whose intensity is determined by the composition and the ionic strength of the surrounding electrolyte (Prezzi et al. 1997, Prezzi et al. 1998). ASR production has a high sensitivity to temperature and externally applied stresses (Multon and Toutlemonde 2006).
The progressive expansion of concrete by ASR can be described by continuum mechanic models. According to these approaches, concrete swelling is the result of the interaction between the expanding gel, the pore fluid, and the concrete skeleton (Li and Coussy 2002, Ulm et al. 2002). All these phenomena are described at the material scale.

ASR modeling at the microscopic scale is complicated because the chemical reactions are not well known and the phenomenon is not distributed homogeneously. Capra and Sellier (2003) presented a probabilistic approach, which considered the ASR as a homogenous function of temperature and humidity in materials and calculated the orthotropic swelling of concrete due to gel formation. In this approach, ASR swelling is considered as one contribution of the total strain:

\[ \varepsilon_i = \varepsilon^e_i + \varepsilon_i^{pl} + \varepsilon_i^{ASR} \]  

(94)

In which index \( i \) refers to direction, and \( \varepsilon, \varepsilon^e, \varepsilon^{pl} \) and \( \varepsilon^{ASR} \) are total, elastic, plastic and ASR-associated strain, respectively.

Inelastic strain due to ASR is modeled as a function of ASR cracking probability, \( Pf^{ASR} \), in the direction \( i \):

\[ \varepsilon_i^{ASR} = \alpha_\varepsilon \frac{Pf_i^{ASR}}{1 - Pf_i^{ASR}} \]  

(95)

where: \( \alpha_\varepsilon \) is a material constant to be determined.

In this approach, the damage coefficient is presented under tensile (\( d^t \)) or compressive (\( d^c \)) conditions. The damage expression for tensile stress in direction \( i \) is a function of cracking probabilities \( Pf \), and is expressed as:

\[ d_i^t = 1 - (1 - Pf_i^t)(1 - Pf_i^c)(1 - Pf_i^{ASR}) \]  

(96)

where: subscripts \( c \) and \( t \) refer to compression and tension.

The damage parameter has the same definition as in Section 3.1. Each probability of cracking, \( Pf \), can be calculated on the basis of a Weibull distribution (Equation 97):

\[ Pf_i^{ASR} = 1 - \exp \left( - \frac{1}{m_i^{ASR}} \left( \frac{\sigma_i - \sigma_{gi}}{\sigma_i^{ur}} \right)^m \right) \]  

(97)

\[ Pf_i^t = 1 - \exp \left( - \frac{1}{m^t} \left( \frac{\sigma_i}{\sigma_i^{ut}} \right)^m \right) \]

\[ Pf_i^c = 1 - \exp \left( - \frac{1}{m^c} \left( \frac{\sigma_i + \sqrt{C} \cdot \left( \frac{\sigma_j}{\sigma_j^{urt}} \right)^{\frac{1}{2}} + \left( \frac{\sigma_k}{\sigma_k^{urt}} \right)^{\frac{1}{2}} \right)}{\sigma_i^{ur}} \right)^{m^c} \]

where: the function \( <x> \) equals zero when \( x \) is negative and equals \( x \) when \( x \) is positive, \( m \) and \( \sigma^{ur} \) are the Weibull’s law parameters, \( \sigma_i \) is the stress in direction \( i \), \( \sigma_j \) and \( \sigma_k \) are stresses perpendicular to \( i \), \( C \) is the coefficient of variation and \( \sigma_{gi} \) is the stress induced in undamaged material in direction \( i \).

In the case of ASR cracking, \( \sigma_{gi} \) is related to the gel pressure, \( P_g \):

\[ \sigma_{gi} = \frac{P_g}{(1 - Pf_i^{ASR})} \]  

(98)

The relation between \( \sigma_{gi} \) and \( P_g \) is shown in Figure 11 (Capra and Sellier 2003 and Li et al. 2000). According to this figure, the total stress \( \sigma \) is equal to (Li et al. 2000):

\[ \sigma = \sigma_{gi} - P_g \]  

(99)

This concept is illustrated by the rheological model demonstrated in Figure 12 (Li and Coussy 2002): The pressure induced by the gel, as a function of time \( t \), can be written as:
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where:

- $E_a$ is the activation energy of the ASR reaction,
- $R$ is the gas constant,
- $k_0$ is a characteristic of the chemical process,
- $m_{RH}$ is a parameter that reduces the impact of RH on pressure ($m_{RH} = 8$).

$\infty \lim P_g$ is the maximum gel pressure in a totally saturated condition.

According to the work of Larive (referred by Li et al. 2000), this value of maximum gel pressure, $\infty \lim P_g$, is independent of time. Larive’s results demonstrated that the strain (ASR swelling) corresponding to the pressure induced by the ASR gel reaches a maximum value after sufficient time. Figure 13 illustrates a schematic form obtained from Larive’s results on ASR swelling with a maximum strain value, $\varepsilon\infty$.

The parameter $P_{g\lim}(t)$ can be calculated as a function of relative humidity $RH$ and temperature $T$ by Equation (101).

$$P_{g\lim}(t) = K_g \left( \frac{P_{g\lim}(t)}{1 + P_{g\lim}(t)(\kappa_\varepsilon tr \varepsilon + \kappa_p \phi_0)} \right)^{-1} \quad (100)$$

where: $tr \varepsilon$ is the volumetric strain, $\phi_0$ is the initial porosity, $K_g$ is the gel stiffness and $\kappa_\varepsilon$ and $\kappa_p$ are two constants related to crack and porosity respectively.

The parameter $P_{g\lim}(t)$ can be calculated as a function of relative humidity $RH$ and temperature $T$ by Equation (101).

$$P_{g\lim}(t) = P_{g\lim}^{\infty} RH^{m_{RH}}$$

$$\times \left[ 1 - \exp \left( -k_0 \exp \left( \frac{E_a}{RT} \right) \right) \right] \quad (101)$$

where: $E_a$ is the activation energy of the ASR reaction, $R$ is the gas constant, $k_0$ is a characteristic of the chemical process and $m_{RH}$ is a parameter that reduces the impact of RH on pressure ($m_{RH} = 8$). $P_{g\lim}^{\infty}$ is the maximum gel pressure in a totally saturated condition.

According to the work of Larive (referred by Li et al. 2000), this value of maximum gel pressure, $P_{g\lim}^{\infty}$, is independent of time. Larive’s results demonstrated that the strain (ASR swelling) corresponding to the pressure induced by the ASR gel reaches a maximum value after sufficient time. Figure 13 illustrates a schematic form obtained from Larive’s results on ASR swelling with a maximum strain value, $\varepsilon\infty$. 

---

Figure 11. Stress and Pressure Induced by ASR Gel in Equilibrium

Figure 12. Rheological Model of One-dimensional Chemoplastic Material

$$P_g(t) = K_g \left( \frac{P_{g\lim}(t)}{1 + P_{g\lim}(t)(\kappa_\varepsilon tr \varepsilon + \kappa_p \phi_0)} \right)^{-1} \quad (100)$$
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8.0 FREEZING AND THAWING

Concrete structures that are exposed to harsh winter conditions can undergo several types of degradation such as micro-cracking and structural cracking (Leger et al. 1995). Micro-cracking can result from water movement within the material during the freezing process and structural cracking can result from temperature gradients throughout the structure.

Micro-cracking induced by the freeze/thaw (F/T) cycling can have a detrimental effect on the service behavior of concrete structures. It affects the physical, chemical, and mechanical properties of the concrete and often causes surface spalling.

The frost resistance of cement pastes was the topic of many model developments dedicated to the prediction of damage to concrete structures exposed to freezing/thawing cycles. The mechanisms by which freeze/thaw cycling affects the concrete durability are complex and modeling must take into account a wide range of more or less coupled multi-scale phenomena (Scherer 1993 and Marchand et al. 1995). Several models have been proposed to predict the behavior of cementitious materials exposed to freezing conditions (Scherer 1999, Setzer 2000 and Setzer 2001). A numerical model was also developed by Zuber (Zuber and Marchand 2000 and Zuber 2002) to predict the quantity of ice formed in a saturated material as well as the expansion caused by the ice formation.

Moreover, many experiments have also been developed to evaluate the durability of concrete subject to freezing (Pigeon and Pleau 1995). Although some of these tests provide data on the behavior of cementitious materials under freezing conditions, they cannot be used to predict the service life for structures since laboratory conditions do not accurately replicate real conditions (Litvan 1978). During these tests, the concrete samples are usually saturated and exposed to freezing conditions to accelerate degradation. In practice, however, most structures are exposed to drying and wetting cycles that maintain materials in a partially saturated state.

It is well-known that the frost resistance of concrete can be improved by adding air entraining agents in the mixture. Air bubbles inside of concrete act to absorb the pressure induced by ice formation. Many studies were carried out in recent years to describe the effect of air entrainment on the F/T resistance of concrete (Powers 1949 and Pigeon et al. 1996). The Powers’ model of the critical spacing factor of air voids has been widely used to quantify the F/T resistance of concrete.
8.1 Ice Formation Mechanism

As temperature inside concrete decreases below the freezing point, the pore solution freezes gradually. The ice formation process is accompanied by heat release that can be detected at low temperatures by calorimetry (Zuber 2002).

Figure 14 shows typical results from calorimetric testing. The testing temperatures vary over a sufficient range to ensure that heat release, throughout the testing, was not due to inherent kinetic problems. Therefore, the heat release recorded by the calorimeter was related to the progressive formation of ice in the porous material (Bager 1986a, Zuber 2002 and Kaufman 2004).

Various stages can be distinguished during a calorimetric test from the location of the main heat release. The ice formation process depends on the pore size distribution (Brun 1977, Matala 1995, Zuber 2002). The first heat peak, appearing between 0°C and -15°C, corresponds to the formation of ice within the largest capillary pores. The heat release observed in the -15°C to -35°C range corresponds to the formation of ice in the nanometer-sized hydrate pores. The last heat peak is related to the freezing of the liquid phase present in the C-S-H interlayer space.

During the ice formation process, water expands by approximately 9% of its volume (Kaufman 2004). This phenomenon has a direct consequence on the material’s behavior since the expansion generates internal pressures. Through expansion testing, the evolution of macroscopic deformation caused by F/T cycling can be monitored. In general, a material expands when heated up and contracts when cooled down. When a saturated porous material is cooled down, contraction is observed. However, when ice is formed within the material, expansion takes place. Obviously, this type of volumetric instability cannot be connected solely to deformations of a purely thermal nature. Moreover, the expansion can induce deterioration in the material due to unrecoverable deformations.

From Figure 15, it can be seen that the expansion is greater in pastes with higher w/c ratios. The main reason is that these materials have normally a higher porosity and contain a larger volume of freezing water (see Figure 14).

8.2 F/T Cycle Damage and Saturation

When porous materials are unsaturated, ice formation is decreased: the material properties are less effected and the related expansion is significantly reduced (Litvan 1978). Moreover, the unsaturated pores can potentially act like air-entrained bubbles and decrease the pressure induced by ice formation. Through calorimetric measurements, Bager (1986b and 1987) also concluded that water content contributes to ice formation in porous materials.

Repeated freezing/thawing cycles damage the material, which contributes to pore volume expansion and reduces the mechanical resistance. Fagerlund (2004) quantified the effect of saturation on the damage sustained by cementitious materials exposed to frost action. He determined that there is a critical saturation level where no damage is observed. Above this threshold, damage can be observed. The extent of damage depends on the saturation level and the number of cycles:

\[ \delta = \begin{cases} 0 & \text{if } S_r \leq S_{cr} \\ K_N (S_r - S_{cr}) & \text{if } S_r > S_{cr} \end{cases} \]  

(102)

where: \( \delta \) is the damage parameter due to F/T cycles, \( S_r \) is the degree of saturation, \( S_{cr} \) is the critical degree of saturation and \( K_N \) is the coefficient of fatigue:

\[ K_N = \frac{A_c \cdot N_c}{B_c + N_c} \]  

(103)
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**Figure 14. Heat Released from Ice Formation Experiments on Saturated Cement Pastes at Various Water/Cement Ratios (Bager 1986a)**

**Figure 15. Expansion of Saturated Cement Pastes with Various w/c Ratios (Litvan 1978)**
(The start point of all curves is 0°C but they are moved just for comparison.)
Experimental relationship. For example, Houvinen (1993) devised an empirical equation that is based on the change of concrete tensile strength:

\[ \log N = 13.92 - 14.42 \frac{f_t}{f_t^{\text{max}}} \]  

where \( f_t \) is the tensile strength between cement and aggregates subject to repeated loading, and \( f_t^{\text{max}} \) is the tensile strength between cement and aggregates subject to static loading.

### 8.3 Effect of W/C on F/T Damage

The method described in the last section is sufficient for determining the relation between freezing/thawing cycles and damage parameters. According to Fagerlund’s approach, the F/T damage is only a function of the number of cycles. But the characteristics of concrete were not considered in the relationship. One of the most important parameters that can affect the damage is the w/c ratio. Many experimental results showed the relation between w/c ratio and F/T damage produced in materials. Figures 17(b) and (c) show the evolution of the dynamic Young’s modulus with F/T cycles obtained by Setzer (2001) and Pinto and Hover (cited in Kosmatka)

![Figure 16. Relative Dynamic Young's Modulus Evolution vs. Freezing/Thawing Cycles According to Rombén's Results (Fagerlund 2004)](image)
expansion occurs for faster cooling rates when the material is saturated and also when spacing factors and porosities are higher. These deformations affect the porous network at different scales. The porous network can therefore be changed during one F/T cycle and have different properties for subsequent cycles.

### 8.4 Cooling Rate

Freeze/thaw cycle characteristics such as the rate of cooling also influence the damage induced by ice formation. A rapid cooling rate will likely cause more damage to the material (Jacobsen et al. 1997). During freezing, the pore solution can be readily transformed into ice and create strain in the material. Greater

### 8.5 Pore Pressure Evolution as A Function of Ice Formation

The study of the evolution of pore pressure with freezing is necessary in order to establish a coupled thermo-hydro mechanical model. The continuum
mechanics of porous media can be used as a theoretical basis for the internal stress calculations. According to Coussy (1995), the effective stress inside the material can be written as:

$$\sigma = \sigma' - b p I$$  \hspace{1cm} (106)

In this equation, $\sigma$ and $\sigma'$ are total and effective stress, respectively, $p$ is the internal homogenized pore pressure, $b$ is the Biot coefficient, and $I$ is the unit matrix.

Pressure evolution $p$ can be determined from micro-scale studies and extended to the macro-scale by a homogenization on an equivalent representative volume. This pressure is the sum of liquid pressure $p_l$ and the pressure induced by ice formation $p_{ice}$ and is applied as the total pore pressure in the hydrous analysis of porous media:

$$P = p_l + p_{ice}$$  \hspace{1cm} (107)

Expressions for the pressure contribution $p_{ice}$ is given for saturated and unsaturated porous materials below.

### 8.5.1 Saturated Porous Media

Zuber (2002) proposed an expression for the pressure generated by ice formation for cylindrical shaped pores. According to this approach, there exists an equilibrium pore radius $R_{eq}$ at a given freezing temperature and pore solution concentration, for which larger pores are frozen and smaller ones are not. For this equilibrium radius, the contribution of ice on the total pressure exerted on the pore walls is given by:

$$p_{ice} = \frac{1}{\phi} \int_{R_{eq}}^{\infty} \gamma_{ls} \left( \frac{2}{R_{eq}} - \frac{1}{r - l_s} \right) d\phi(r) dr$$  \hspace{1cm} (108)

where: $\gamma_{ls}$ is the surface tension between liquid and solid phases, $l_s$ is the thickness of the adsorbed layer in the porous system, $\phi$ is the porosity, and $\varphi(r)$ is the pore size distribution.

This approach has the advantage that it considers the effects of surface tension between solid and liquid phases. However, it relies on a physically unrealistic uniform cylindrical pore shape geometry.

Penttala (2002) established an expression in which the total liquid phase pressure can be calculated in a frozen porous media. The geometry of the pores was not considered in this approach, which provides a homogenized pressure:

$$p = \frac{\Delta h_{ls}}{(v_s - v_l)T} \Delta T$$  \hspace{1cm} (109)

$$+ \frac{1}{(v_s - v_l)} \int_{R_{eq}}^{r} \frac{c_{p_l}^l - c_{p}^l}{T} dTdT$$

where: $c_{p_l}^l$ and $c_{p}^l$ are the heat capacity for ice and water, respectively; $v_s$ and $v_l$ are the specific volume of ice formation and water, respectively, $\Delta h_{ls}$ is the enthalpy of ice formation, and $T_0$ and $T$ are the initial and the current temperatures.

### 8.5.2 Unsaturated Porous Media

The water content can play an important part in the quantity of ice formed (Bager and Sellevold 1986b and 1987) and, consequently, in the service life of concrete (Fagerlund 2000). This factor must be accounted for the F/T models. In addition, the beneficial aspect of air bubbles should also be taken into account because these beneficial effects dissipate the pressures generated in porosity. However, few studies that have been conducted on pore pressure expressions during freezing of unsaturated materials.

Penttala (1998 and 2002) proposed an expression for pore pressure that also depends on the ionic species characterized by the molar fraction $x_{unf}$ and the activity of the liquid phase $a_l$. 
\[
p = \frac{RT}{v_s} \ln \left( \frac{RH}{a_i x_{moi}} \right) + \frac{\Delta h_i^v}{v_s T_p} \Delta T \\
+ \frac{1}{v_s} \int_{T_s}^{T_f} \int_{x_s}^{x_f} \frac{c_j^o - c_j^l}{T} dtdT
\]

(110)

where \( RH \) is the relative humidity, depending on the vapor and the saturated vapor pressures \( p_v \) and \( p_{vs} \). \( R \) is the gas constant and \( RH = \frac{p_v}{p_{vs}(T)} \). For an ideal solution, the molar fraction \( x_{moi} \) and the chemical activity \( a_i \) are both equal to 1. Adsorption/desorption isotherm tests can be used to determine the water content from relative humidity evolution (Xi et al. 1994).

9.0 CONCLUSIONS

This review of approaches to modeling mechanical damage in cementitious materials emphasized a clear preference toward damage mechanics, where the degradation is quantified using a damage tensor that affects the mechanical properties such as Young’s modulus. No models based on fracture mechanics used in the context of concrete durability were reviewed for this report.

The review showed that it is possible to couple damage mechanics models to ionic transport equations in order to get a global durability that would be well suited for the purposes of the Cementitious Barrier Partnership project. In all cases, the mechanical and mass exchange portions of the models are solved separately, with the output of one module being used to calculate or update inputs in another. Although the papers reviewed in this report were mostly based on simplified transport equations, the splitting between transport and mechanics makes it possible to envision more complex transport models linked to damage-based modules.
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<tr>
<td>( \rho_i )</td>
<td>density of phase ( i ) where ( i = \ell ) for liquid, ( v ) for water vapor, or ( a ) for dry air [kg/m³]</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>interfacial surface tension [N/m]</td>
</tr>
<tr>
<td>( \tau )</td>
<td>tortuosity of a porous material ([m/m])</td>
</tr>
<tr>
<td>( \phi )</td>
<td>porosity ([m^3 \text{ pore volume} / m^3 \text{ sample}])</td>
</tr>
<tr>
<td>( \varphi )</td>
<td>Boltzmann transform ([m/s^{1/2}])</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>empirical fitting parameter for hydraulic diffusivity as a function of saturation [-]</td>
</tr>
<tr>
<td>( \psi )</td>
<td>total liquid suction of a porous medium [m]</td>
</tr>
<tr>
<td>( \psi_c )</td>
<td>capillary potential [m]</td>
</tr>
<tr>
<td>( \omega )</td>
<td>empirical fitting parameter for hydraulic diffusivity as a function of relative humidity [-]</td>
</tr>
</tbody>
</table>
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ABSTRACT

Moisture transport plays a key role in determining how cementitious materials respond to exposure conditions and release contaminants to the external environment. Moisture presence and movement, whether in the form of liquid water and/or water vapor, affect the concentration and transport rates of dissolved and vapor constituents. The fundamentals of moisture transport in cementitious materials are discussed. Various moisture transport formulations and associated properties are summarized with particular emphasis on moisture transport in fractured or otherwise damaged cementitious materials.

1.0 INTRODUCTION

Water acts as both a reaction medium and a transport pathway in a porous material. Thus, moisture transport plays a key role in determining how cementitious materials respond to exposure conditions and release contaminants to the external environment. Specifically, moisture presence and movement, whether in the form of liquid water and/or water vapor, affect the concentration and transport rates of dissolved and vapor constituents. Moisture transport is primarily driven by pressure and gravitational head gradients, but other potentials may influence migration. Local pressure conditions are controlled by capillary suction and vapor-liquid equilibrium in addition to boundary conditions.

The fundamentals of moisture transport in cementitious materials are well understood, and a variety of effective modeling approaches have been advanced for predicting moisture movement. Various moisture transport formulations and associated properties are summarized in this section. Particular emphasis is placed on moisture transport in fractured or otherwise damaged cementitious materials, which are of particular interest to the Cementitious Barriers Partnership (CBP). Physical processes, such as thermal and mechanical cracking, and chemical processes, such as continued hydration, portlandite dissolution, or ettringite and calcite formation, may alter the intrinsic properties of the material such
that the rate of moisture migration is significantly affected. Therefore, defining material properties from initial placement through evolving degradation is essential for the predicting the long-term performance of cementitious materials.

2.0 BACKGROUND

The term moisture transport is used to refer to water (H₂O) migration through a porous or fractured medium as both a vapor and a liquid. While both gas and liquid phase moisture transport is discussed, emphasis is placed on liquid water migration. Ingress and release of constituents into and from cementitious waste forms occurs predominately through the liquid phase, making liquid moisture transport more significant than gas-phase migration. However, gas phase transport is important relative to condensation and drying processes in unsaturated materials, whereby water uptake or reaction with other gas-phase constituents such as carbon dioxide or oxygen may occur.

2.1 Morphology and Terminology

The volume fraction of a porous material not occupied by solids is defined as the total porosity of the material. While moisture may be present in liquid and/or gas phases throughout the total porosity, only water that is not chemically or physically bound to cement and resides in voids with connection to external boundaries is available for transport. Thus, a distinction is made between open porosity and closed porosity, the former playing a principal role in moisture transport (Hall & Hoff 2002). Chemically bound water is associated with the cement gel, hydrated mineral phases, and crystalline phases (Černý & Rovnaníková 2002) and is classically considered to be fixed such that it does not participate in moisture transport. The volume occupied by these bound waters is included in the closed porosity. However, bound water may indeed transport through differences in the state of bound water (Nilsson 2003). Free water is held by surface tension (capillary) forces. Such water can migrate, provided the void space is connected in some manner to an external boundary. The closed or disconnected porosity is often lumped with physical solids in defining the “solid” matrix for analysis purposes. In subsequent discussion, the abbreviated term porosity is used with the understanding that open porosity is implied.

From the perspective of long-term performance assessment, cement hydration is also assumed to be practically complete, with respect to moisture transport analysis, such that porosity and associated microstructure are fixed. Characterization of early age porosity and pore structure evolution does not assume complete cement hydration. Likewise, studies dealing with alteration of mature cementitious materials (e.g., some chemical reactions generate water) make assumptions appropriate to the phenomena. Microstructural evolution of cementitious matrices as a function of aging and chemical and structural degradation is presented in a separate chapter.

In cementitious materials, porosity generally takes the form of small-scale interstitial voids or pores between cemented solid grains/aggregates. Void space in the form of cracks or fractures may be present as an initial condition of the material (e.g., thermal and shrinkage cracking) or occur in a number of exposure and damage scenarios (e.g., early-age cracking, sulfate attack, rebar corrosion). While cracking typically has a small impact on void volume, fractures can dramatically affect moisture transport, particularly under saturated or low suction conditions in the case of liquids. Key fracture attributes influencing transport are aperture, crack density, and the degree of connectedness. The term porous medium is sometimes reserved for an un-cracked material to distinguish from a fractured medium, although both media are porous. Moisture transport in fractured materials is of particular relevance to long-term performance of cement-based materials,
because several degradation scenarios lead to damage in the form of cracks, spalling, etc.

2.2 Mechanisms of Moisture Transport

Moisture transport is driven by gradients of thermodynamic potentials, principally fluid pressure. The transport rate depends on pressure and other gradients, fluid properties, fluid saturation, and the intrinsic permeability of the porous medium. Pressure conditions are influenced by external boundary conditions, and local vapor-liquid thermodynamic equilibrium in the presence of capillary and osmotic suctions.

2.2.1 Flow-Inducing Potentials

In principle, fluid flow can be induced by multiple potential gradients (Bear 1972). Hydraulic head or pressure gradients are the primary driver in most applications. Chemical, electrical and thermal gradients, typically considered of secondary or negligible influence, can also be important to fluid transport.

From the perspective of a porous medium continuum, the overall volumetric water flux \( U \) can be expressed as:

\[
U = -K_H \nabla H - K_C \nabla C - K_E \nabla E - K_T \nabla T
\]

where: \( H, C, E \) and \( T \) are hydraulic, chemical, electrical and thermal potentials and \( K_i \) is the conductivity tensor for potential gradient \( i \) (de Marsily 1986).

The velocity contribution under a hydraulic gradient, i.e., the first term in Eq. (1), is one form of Darcy’s Law, the flux of water transporting through a porous media is proportional to the hydraulic gradient by a factor called the hydraulic conductivity:

\[
U = -K_H \nabla H
\]

The hydraulic conductivity can be decomposed into components of permeability and fluid properties while the hydraulic gradient is separated into pressure and elevation contributions yielding:

\[
U = -\frac{K}{\eta} k_{i\ell} \left( \nabla P_{\ell} + \rho_{\ell} g \nabla z \right)
\]

where: \( K \) is the intrinsic permeability tensor, \( k_{i\ell} \) is a relative permeability function, \( \eta \) is dynamic fluid viscosity, \( P_{\ell} \) is fluid pressure, \( \rho_{\ell} g \) is specific weight, and \( z \) is elevation relative to a reference plane.

The intrinsic permeability is a property only of the porous medium and is not dependent on fluid properties. Relative permeability is a function of the fraction of liquid filled pore volume referred to as pore saturation.

With respect to liquid water transport in the presence of a semi-permeable membrane or strong variations in solute concentration, the chemical potential is more conveniently expressed in terms of an osmotic pressure, such that:

\[
U = +\frac{K}{\eta} k_{i\ell} \nabla \pi
\]

where: the sign-reversal reflects the positive valued osmotic suction, \( \pi \).

The overall volumetric liquid water flux due to hydraulic gradients and (chemical) osmosis is given by:

\[
U = U_H + U_{\pi} = -\frac{K}{\eta} k_{i\ell} \left[ \nabla (P_{\ell} - \pi) + \rho_{\ell} g \nabla z \right]
\]

Water vapor transport in unfractured materials is driven primarily by pressure and vapor concentration gradients, with elevation gradient considered.
insignificant. The volumetric water vapor flux is typically expressed as an advective flux, from pressure-driven bulk gas flow, plus a diffusive flux relative to the mean flow due to a concentration gradient.

### 2.2.2 Equilibrium Pressure Conditions

Locally, liquid pressure is coupled to equilibrium vapor pressure through pore structure, water content relative to porosity, and solute concentration(s). Total liquid suction (negative pressure; positive-valued), also known as the free energy state of pore water, is the sum of matric and osmotic suctions (Fredlund & Rahardjo 1993; Dao, Morris & Dux 2008):

\[
\psi = (P_g - P_f) + \pi = \psi_c + \pi 
\]

where: \( P_g \) is gas pressure, \( P_f \) is liquid pressure, and \( \psi_c \) is matric or capillary suction.

Pore structure, water content, and porosity influence liquid pressure through the matric suction, while the osmotic suction is controlled by solute concentrations. Total suction is closely related to chemical potential.

Total suction is related to vapor pressure through the equilibrium thermodynamic relationship (Richards 1965; Fredlund & Rahardjo 1993):

\[
\psi = -\frac{RT}{gM_w} \ln \frac{P_v}{P_0} 
\]

where: \( \psi \) is total liquid suction, \( R \) is the universal (molar) gas constant \([\text{m}^3\cdot\text{Pa}^{-1}\cdot\text{mol}^{-1}\cdot\text{K}^{-1}]\), \( g \) is acceleration due to gravity \([\text{m/s}^2]\), \( M_w \) is molar mass of water \([\text{kg/mol}]\), \( T \) is absolute temperature \([\text{K}]\), \( P_v \) is vapor pressure at saturation \([P_v] \), and \( P_0 \) is water vapor pressure \([\text{Pa}]\).

In light of this expression, water vapor pressure can be viewed as a master variable defining the pressure state of both the gas and liquid phases (Hall & Hoff 2002).

### 2.3 Modeling Formulations

A number of approaches have been devised for describing water transport through porous media. The vast majority involve using macroscopic formulations derived from volume averaging over a Representative Elementary Volume (REV; Bear 1972) or ensemble averaging concepts (Bear & Buchlin 1991). These approaches enable a continuum treatment of porous medium properties and introduce the concept of fluid saturation. Fluid saturation is the average presence of the fluid phase within the REV; or the probability of occurrence across an ensemble of realizations.

Fractures within a porous medium can be addressed using continuum or discrete fracture models. Continuum fractured media formulations include: 1) the single-continuum effective property approach, whereby the original porous medium properties are modified to capture the combined effects of matrix and fracture transport, and 2) dual-porosity/permeability models, which utilize a dual-continuum concept whereby water transport occurs in overlapping matrix and fracture volumes. Discrete fracture models explicitly simulate flow through individual fractures while preserving the key attributes of the fracture geometry such as aperture, spacing, asperity, and connectivity.

Pore scale models, although less commonly used, are valuable for investigating pore scale phenomena, such as chemical reactions and crack initiation and propagation within the cement-based material microstructure. Other models of potential interest include lattice-Boltzmann models.
3.0 MOISTURE TRANSPORT IN POROUS MEDIA

3.1 Transport Equations

Mainguy (2001) expressed the mass balance equations for the two-phase, three-component (liquid water, dry air and water vapor) water transport system as:

Liquid

\[
\frac{\partial}{\partial t} (\phi S_l \rho_l) = -\nabla (\phi S_l \rho_l v_l) - q_{l-v} \tag{8}
\]

Water Vapor

\[
\frac{\partial}{\partial t} (\phi (1 - S_l) \rho_v) = -\nabla (\phi (1 - S_l) \rho_v v_v) + q_{l-v} \tag{9}
\]

Dry Air

\[
\frac{\partial}{\partial t} (\phi (1 - S_l) \rho_a) = -\nabla (\phi (1 - S_l) \rho_a v_a) \tag{10}
\]

where: \(\phi\) is porosity, \(\rho_i\) is density of phase \(i\) (e.g., \(\ell\) for liquid, \(v\) for vapor, or \(a\) for dry air), \(S_l\) is liquid saturation, \(v_i\) is velocity of phase \(i\), and \(q_{l-v}\) is the rate of liquid water vaporization per unit volume.

Considering hydraulic and osmotic potentials for liquid flow, the liquid phase Darcy velocity is defined by (5):

\[
\phi v_l = -\frac{K}{\eta_l} k_{rl} \langle S_l \rangle \nabla (P_l - \pi) + \rho_l g \nabla z \tag{11}
\]

where: the saturation dependence of relative permeability is explicitly denoted as \(k_{rl} \langle S_l \rangle\).

Under these conditions, the gas phase velocity is defined by:

\[
\phi v_g = -\frac{K}{\eta_g} k_{rg} \langle S_l \rangle \nabla P_g \tag{12}
\]

The water vapor and dry air mass fluxes can then be expressed as the sum of advective and diffusive components as:

\[
\phi \rho_j v_j = \phi \rho_j v_g - \nabla [D_j (S_v) \phi (1 - S_v) \nabla \rho_j] \tag{13}
\]

where: the subscript \(j\) indicates air or water vapor components, and \(D_j \langle S_v \rangle\) is a saturation-dependent effective diffusion coefficient accounting for tortuosity effects.

Several moisture transport models have been developed for various applications using this approach (Šelih, Sousa & Bremner 1996; Gawin, Pesavento & Schrefler 2006; Mainguy, Coussy & Baroghel-Bouny 2001) to describe isothermal drying test results in cementitious materials using the expression:

\[
\phi_g \rho_j v_j = \phi_g \rho_j v_g - \rho_j \frac{D_j}{C_y f(S_v, \phi)} \nabla C_y \tag{14}
\]

where: \(D_j\) is the diffusion coefficient of component \(j\) (e.g., \(v\) or \(a\) for vapor or dry air in the gas phase), \(f(S_v, \phi)\) is the resistance factor accounting for both tortuosity effects \((D_j = D_j f)\) and the effective area for diffusion and \(C_y\) is the partial pressure of species \(y\) (e.g., water).

The general multiphase moisture transport equation set is commonly simplified by: 1) neglecting osmotic effects, bulk gas phase transport, and evaporation, 2) assuming constant liquid properties, and 3) taking the gas pressure as uniformly equal to atmospheric pressure. Then the liquid mass balance Eq. (8) and Darcy’s Law Eq. (11) can be combined to yield a form of the Richards Equation (1931):

\[
\frac{\partial \theta}{\partial t} = \nabla \left[ K_t k_{rl} \langle \theta \rangle \nabla \left( \frac{-\psi_c \langle \theta \rangle}{\rho_{lg}} + z \right) \right] = \nabla \left[ K_t k_{rl} \langle \theta \rangle \nabla h \right] \tag{15}
\]
where: $\theta = \phi S_\ell$ is water content, $K_\ell = k \rho_\ell g / \eta_\ell$ is hydraulic conductivity tensor, $k_{\ell r}(\theta)$ is relative permeability now expressed as a function of water content, $\psi_c(\theta)/\rho_\ell g$ is matric (capillary) suction head, and $h$ is total head.

The nonlinear relative permeability ($K_{\ell r}(\theta)$) and water retention ($\psi_c(\theta)/\rho_\ell g$) functions must be empirically defined to complete the formulation. Richards equation may not be accurate for cases where the external relative humidity is less than 100%, such that evaporation is important.

Further simplification can be achieved by neglecting gravity effects if present and assuming a homogeneous material, conditions often valid in cementitious material applications. By viewing matric suction as a function of water content and using the chain rule on the right hand side of Eq. (15), the (positive-valued) water or hydraulic diffusivity parameter can be defined as:

$$D_\theta(\theta) = K_\ell k_{\ell r}(\theta) \frac{d(\psi_c/\rho_\ell g)}{d\theta}$$

$$= - K_\ell k_{\ell r}(\theta) \frac{dh_c}{d\theta}$$

where: $h_c$ is matric (capillary) suction head.

With this definition, Eq. (15) can then be simplified as:

$$\frac{\partial \theta}{\partial t} = \nabla\left[D_\theta(\theta) \nabla \theta \right]$$

The nonlinear water diffusivity is normally observed directly from measurements, rather than computed using the above relation, in a similar manner to water retention and relative permeability functions. The water diffusivity formulation is convenient because three material properties (saturated hydraulic conductivity, relative permeability, and water retention) are replaced by a single empirical function. Similar equations using relative humidity as the dependent variable have also been derived (Xi et al. 1994).

### 3.2 Model Parameters

The material property needs associated with the two simplified moisture transport formulations differ. Richards Equation (15) requires hydraulic conductivity ($K_\ell = k \rho_\ell g / \eta_\ell$), relative permeability ($k_{\ell r}(\theta)$), and water retention functions ($\psi_c(\theta)/\rho_\ell g$), while Eq. (17) requires only a water diffusivity function ($D_\theta(\theta)$). The relative permeability, water retention, and water diffusivity functions are referred to as characteristic curves of the porous medium (Webb 2006). Although shown as a function of water content ($\theta$), the moisture characteristic curves may also be expressed as functions of saturation through the relationship:

$$\theta = \phi S_\ell$$

(18)

These parameters are empirically determined through experimentation and generally exhibit hysteresis, leading to separate wetting/adsorption and drying/desorption curves.

The appendix lists the properties needed to define the physical state of a porous medium. These include the fluid and porous-medium properties related to moisture transport encountered in this chapter and, for completeness, other physical and material properties related to solute transport and leaching processes.

#### 3.2.1 Relative Permeability as a Function of Saturation

Many closed form expressions have been proposed for representing water retention and relative permeability (e.g., Brooks and Corey 1964); however, the Mualem-van Genuchten (MVG) model (Mualem 1976; van Genuchten 1980) is the most widely used. The MVG model defines an effective saturation ($S_e$) as:

$$S_e = \frac{S - S_r}{1 - S_r} = \frac{\theta - \theta_r}{\theta_s - \theta_r}$$

(19)

where: $S_e$ is the effective saturation and the subscripts $r$ and $s$ refer to the residual and saturated water conditions, respectively.
The effective saturation and relative permeability are then expressed as:

\[
S_e = \left[ \frac{1}{1 + (\alpha h_c)^m} \right]^n
\]  
(20)

\[
k_r(S_e) = S_e^{1/2} \left[ 1 - \left( 1 - S_e^{1/m} \right)^n \right]^2
\]  
(21)

where: it is often assumed that \( m = 1 - 1/n \).

Thus, the MVG model contains two empirical parameters, \( n \) and \( \alpha \). In these expressions, \( h_c = \psi_c / \rho g \) is matric (capillary) suction head.

Although developed in the context of unsaturated soils, the MVG model has been validated for cement concretes (Savage & Janssen 1997; Wardeh & Perrin 2006). The MVG model equations and the input parameters of porosity and moisture desorption curves have been utilized to make indirect measurements of the intrinsic permeability of cementitious specimens (Baroghel-Bouny 2007a). Application of the MVG model in this manner avoids the difficulty in obtaining direct measurements of unsaturated conductivity. However, even saturated permeability can be difficult to determine experimentally due to the relatively low porosity of cementitious materials. Typically, in order to induce flow, large external pressures must be applied to a surface which could potentially result in microstructural damage (Olson, Neubauer & Jennings 1997; Feldman 1984).

If total potential \( \psi \) is assumed to be a function of water content \( \theta \), then the change in water content with time may be expressed as a function of only the water content gradient by embedding the value of \( K(\theta) \) in the hydraulic diffusivity coefficient \( D_\theta(\theta) \) \([m^2/s]\) as shown in Eq. (16).

The term “diffusivity” was ascribed to water migration because one-dimensional moisture migration is defined by a second order differential equation, analogous to Fick’s second law of diffusion describing Brownian motion. This nomenclature should be used with caution as the migration of moisture in this instance is due to the chemical, electrical and thermal potentials described above. For clarity, \( D_\theta(\theta) \) is referred to as water diffusivity or hydraulic diffusivity.

### 3.2.2 Hydraulic Diffusivity as a Function of Water Content

Although the Mualem-van Genuchten model can be recast in terms of the hydraulic diffusivity parameter (van Genuchten 1980), simpler expressions to parameterize Eq. (17) are typically used for cementitious materials (Hall & Hoff 2002). A common empirical relationship relating 1-D hydraulic diffusivity to water content is:

\[
D_\theta = A \exp(B\theta)
\]  
(22)

where: \( A \) and \( B \) are constants (Hall & Hoff 2002; Mensi, Acker & Attolou 1988).

Table 1 lists hydraulic diffusivity parameter values \( D_\theta \) for various building materials which may be considered analogs to some cementitious barrier materials.

A non-destructive means of experimentally determining \( D_\theta(\theta) \) was first reported in 1979 (Gummerson et al. 1979). The method involves measuring time-dependent moisture profiles of one-dimensional water uptake into an initially dry mortar bar via nuclear magnetic resonance (NMR) spectroscopy, a technique which detects the interaction of magnetic moments of nuclei with quantum spin state of +1/2 (including hydrogen) and an applied external magnetic field (Blümich 2000). Neutron radiography has also been successfully employed to determine the hydraulic diffusivity in a similar manner (Pel et al. 1993; Cnudde et al. 2008). However, air blockages which are common in one-dimensional uptake experiments on initially dry samples, may lead to complications with data interpretation.
Table 1. Hydraulic Diffusivities of Building Materials (Hall & Hoff 2002)

<table>
<thead>
<tr>
<th>Material</th>
<th>$D_\theta$ $D_{w\text{sat}}$ [m$^2$/s]</th>
<th>$(\theta_S - \theta_r)B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lepine limestone</td>
<td>6.3 x 10^{-9}</td>
<td>4.9</td>
</tr>
<tr>
<td>Cleris limestone</td>
<td>3.2 x 10^{-9}</td>
<td>6.4</td>
</tr>
<tr>
<td>St. Maximin fine limestone</td>
<td>1.3 x 10^{-8}</td>
<td>5.6</td>
</tr>
<tr>
<td>Gres de V osges sandstone</td>
<td>2.4 x 10^{-9}</td>
<td>5.0</td>
</tr>
<tr>
<td>Clay brick ceramic, moulded</td>
<td>3.4 x 10^{-9}</td>
<td>8.3</td>
</tr>
<tr>
<td>Clay brick ceramic, extruded</td>
<td>2.2 x 10^{-9}</td>
<td>6.3</td>
</tr>
<tr>
<td>Sand-lime brick</td>
<td>7.9 x 10^{-11}</td>
<td>8.4</td>
</tr>
<tr>
<td>1:5 cement:sand mortar</td>
<td>9.5 x 10^{-10}</td>
<td>8.0</td>
</tr>
<tr>
<td>1:3:12 cement:lime:sand mortar</td>
<td>5.7 x 10^{-8}</td>
<td>6.6</td>
</tr>
</tbody>
</table>

Values of the hydraulic diffusivity $D_\phi(\theta)$ may be well fit with exponential equations (Hazrati et al. 2002; Leech, Lockington & Dux 2003; Pel et al. 1998). Some researchers have found sufficient agreement using power law approximations of the form:

$$D_\theta(\theta) = D_{\theta,\text{sat}} \theta^\chi$$

(23)

where: $D_{\theta,\text{sat}}$ is the hydraulic diffusivity at full saturation and $\chi$ is a constant.

However, at least one study suggests that an exponential fit might be a better approximation than power law expressions (Hall & Hoff 2002; Lockington, Parlange & Dux 1999). Neither Eq. (20) nor Eq. (21) has a strong theoretical basis, but both expressions have been found useful for describing moisture transport in cementitious materials (Hall & Hoff 2002).

**Boltzman Transform Approach**

A closed form solution for the hydraulic conductivity parameter shown in the partial differential equation Eq. (16) may be found through the Boltzman transformation:

$$\phi = xt^{-1/2}$$

(24)

The resulting partial differential equation takes the form:

$$-\frac{\phi}{2} \frac{d\theta}{d\phi} = \frac{d}{d\phi} \left( D_\theta \frac{d\theta}{d\phi} \right)$$

(25)

Setting the conditions that $\theta = \theta_S$ at $\phi = 0$ and $\theta = \theta_r$ as $\phi \to \infty$, the closed form solution is given by (Hall & Hoff 2002):

$$x(\theta,t) = \phi(\theta)^{t/2}$$

(26)

Eq. (26) demonstrates that plotting water content as a function of $\phi$ will result in a single master curve, and by dividing the master curve into small increments from the residual water content $\theta_r$ to any water content $\theta_x^*$, hydraulic diffusivity may be determined via the Matano method as (Hall & Hoff 2002; Matano 1932–33):

$$D_\theta(\theta_k) = \frac{1}{(d\theta/d\phi)_{\theta_k}} \left[ -\frac{1}{2} \int_{\theta_r}^{\theta_k} \phi d\theta \right]$$

(27)

3.2.3 Hydraulic Diffusivity as a Function of Relative Humidity

A similar expression of moisture transport shown in Eq. (17) has also been derived using relative humidity $RH$ as the dependent variable (Xi et al. 1992–93).
1994). This approach assumes that the driving force can be expressed as: \( U = -D_{RH} \nabla RH \) where \( D_{RH} \) is hydraulic diffusivity as a function of \( RH \). In that case, Eq (17) can be written as (Bazant & Najjar 1971; Xi et al. 1994; Garrabrants & Kosson 2003):

\[
\frac{\partial \theta}{\partial RH} \frac{\partial RH}{\partial t} = \nabla \left( D_{RH} \nabla RH \right) \tag{28}
\]

where \( \partial \theta / \partial RH \) represents the water content as a function of relative humidity.

In practice, this relationship exhibits hysteresis, that is, the function is distinct depending on whether the specimen adsorption or desorption is measured. However, due to the shape of the adsorption and desorption curves being nearly the same (Hagymassy et al. 1972), use of the term \( \partial \theta / \partial RH \) is consistent whether measured from wetting or drying experiments.

Inference of hydraulic diffusivity from these relatively simple water sorption/desorption experiments has proven successful although somewhat sensitive to experimental conditions (Ketelaars et al. 1995; Garbalinska 2006; Anderberg & Wadsö 2008). Experiments of this type typically involve measurement of mass change over short time intervals and can be fit to analytical solutions of diffusivity (Crank 1975) or to empirical forms. An empirical expression was presented by Xi et al (1994) as:

\[
D_{RH} = \lambda + \beta \left( 1 - 2^{-10\gamma(RH-1)} \right) \tag{29}
\]

where \( \lambda, \beta \) and \( \gamma \) are parameters that need to be determined experimentally.

Two Regime Model

The hydraulic diffusivity expression used by Garrabrants and Kosson (2003) was derived from the work of Bazant and Najjar (1971) in which the function is described as “an S-shaped curve” with the general expression:

\[
D_{RH} = D_{100\%} \left[ \frac{\zeta + \frac{1 - \zeta}{\omega}}{1 + \left( \frac{1 - RH}{1 - RH_c} \right)^\omega} \right]
\]

where: \( D_{100\%} \) is the observed moisture diffusivity at 100% relative humidity and \( \zeta, \omega, \) and \( RH_c \) are fitting parameters.

Bazant and Najjar described the ratio of \( D/D_{100\%} \) as an “S-shaped” curve where \( \zeta \) is the ratio of \( D_{0\%}/D_{100\%} \), \( \omega \) represents the spread in the drop of the S-shaped curve, and \( RH_c \) is a critical relative humidity corresponding to the center of the drop in curve (Figure 1).

Garrabrants and Kosson interpreted the dependence of the hydraulic diffusivity on water saturation (or relative humidity) with respect to the evolution of continuous liquid and gas phases during the drying process (Figure 2). The critical phases of the drying process include:

- **Funicular Drying** (Fully Saturated to Capillary Saturation): RH at the bulk material surface is 100% and evaporation away from surface is driven by the relative humidity gradient between the surface and ambient conditions. During this funicular drying regime, bulk phase movement occurs in response to pressure gradients within the porous network and the liquid phase is considered to be continuous while the gas phase is discontinuous at RH=100%.

- **Transistion Zone Drying** (Capillary Saturation to Insular Saturation): At capillary saturation, both liquid and gas phases are continuous and the observed hydraulic diffusivity is a combination of bulk liquid movement and vapor transport. During the transition zone drying regime, the ratio of \( D_{RH}/D_{100\%} \) drops toward the value of \( \zeta \).
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Figure 1. Observed Hydraulic Diffusivity ($D_{RH}/D_{100\%}$) as a Function of Relative Humidity (modified from Bazant and Najjar, 1971)

Figure 2: Illustration of Moisture Transport Regimes with Respect to Liquid Saturation (modified from Garrabrants and Kosson 2003)
• **Isothermal Drying (Insular Saturation to Completely Dry):** At the point of insular saturation, liquid phase becomes discontinuous and moisture transport is dominated by the diffusion of water vapor in the continuous gas phase. The water content is given as a function of internal RH through the vapor-liquid isotherm and this phase of the drying process is referred to as the isothermal drying regime. However, the theoretical construct of a “completely dry” cementitious matrix is not realistic, even at very low ambient relative humidity, due to existence of bound water in the matrix.

3.3 **Selected Model Parameter Measurements**

Accurate simulation of moisture transport using either the Richards equation (15) or the hydraulic diffusion equation requires measurement of key moisture parameters. For the Richards equation, these parameters include the hydraulic conductivity, relative permeability, and water retention functions while a water diffusivity function and vapor-liquid isotherm may be required for the hydraulic diffusion equation. Several direct and indirect measurement methods are available.

3.3.1 **Saturated Hydraulic Conductivity (Permeability)**

**Direct Permeability Methods:** The direct estimation of cementitious material permeability is based on Darcy’s law shown in Eq. (2) and consists of exposing a saturated material sample to a constant 1-D pressure gradient with measurement of the water flow across the sample. The 1-D water transport is enforced by coating the side surface of the sample with epoxy or a similar sealant. Upon reaching steady-state, the permeability is calculated from the ratio of the flow over the applied pressure gradient. This methodology is used in the CRD-C 48-92 *Standard Test Method for Water Permeability of Concrete* (CRD 1992a) and the experimental setup is illustrated in Figure 3.

![Figure 3: Permeability Test Apparatus (CRD 1992)](image-url)
Although the principle is very simple, this method has been hampered by the material itself. The highly tortuous and narrow pore network of cementitious materials translates into very low permeability values and, consequently, high pressures are needed to generate a measurable and stable flow. High pressures can lead to leakages around the sample (Hope & Malhotra 1984). In addition, the surface of the sample must be dried in order to apply most sealants or coatings, which may affect the permeability estimation (Scherer, Valenza & Simmons 2007). Because of these experimental problems, high variability in permeability values have been reported (El-Dieb & Hooton 1995). Improvements to the basic setup have been proposed in the literature (Hope & Malhotra 1984; Hearn & Mills 1991), but, overall, the method is not well adapted to high quality materials due to the high pressure needed to maintain constant water flows (Nokken & Hooton 2008).

An alternate method for measuring permeability was proposed based on the use of a triaxial test (CRD 1992b). The basic principle is the same as the previous method except that lateral pressure is applied on a rubber sleeve surrounding the entire sample to prevent leakages (see Figure 4).

Variations on this setup have been proposed in the literature (e.g., (El-Dieb & Hooton 1994b). Test results with the triaxial procedure showed less variability than with the previous method, even for high quality materials (El-Dieb & Hooton 1995). Despite these improvements, the triaxial method is rarely used (Nokken & Hooton 2008).

**Indirect Permeability Methods:** The technical difficulties associated with the direct methods have led to the development of indirect methods, where the experimental conditions are easier to control. On the other hand, these methods often are accompanied by theory that is more complex than the simple theory of Darcy’s law.

**The Dynamic Pressurization Technique** (Scherer 2006) is illustrated in Figure 5. A saturated material is immersed in a vessel filled with water with the initial pressure of the water in the vessel ($P_v$) and in the pore fluid ($P_p$) is equal to the atmospheric pressure ($P_{atm}$). At the start of the experiment ($t = 0^+$), a pressure jump ($P_A$) is applied to the liquid in the vessel and maintained for the remainder of the test. The applied pressure contracts the sample ($\varepsilon_0$), in part, because the initial pore pressure is less than the applied pressure. Over time, the pore fluid reaches the same pressure as the vessel pressure and the material contraction relaxes somewhat. When equilibrium is reached, the sample still exhibits a
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contraction \( (\varepsilon_{\infty}) \) that is less than the initial contraction \( (\varepsilon_0) \). The relaxation time is a function of the permeability of the material which can be calculated from the dynamic pressurization technique theory (Scherer 2006).

Grasley et al. (2007) have described the application of the dynamic pressurization technique to hydrated cement pastes \((\text{w/c of 0.4, 0.5, 0.6})\) and concrete samples \((\text{w/c of 0.5})\). The method showed good repeatability, but the results were not compared to permeability values obtained with direct methods. This technique is best suited to material with low permeability because the rapid relaxation times of highly permeable materials renders this technique difficult (Jones & Grasley 2009).

A related method called Beam-Bending Method has been developed (Scherer, Valenza & Simmons 2007; Vichit-Vadakan & Scherer 2002). The method consists of applying a three-point bending load to a beam-shaped sample immersed in water in order to maintain a fixed deflection. The deformation induced by the load creates pressure gradients in the material that are not in equilibrium with the pressure in the surrounding fluid. As the pore pressure equilibrates, the force required to sustain a fixed deflection decreases, and the kinetics of relaxation of the force can be analyzed to obtain the permeability (Scherer, Valenza & Simmons 2007).

Comparisons between permeability values of hydrated cement pastes obtained with the beam-bending and dynamic pressurization techniques showed good agreement between the methods (Grasley et al. 2007).

Another indirect method to estimate the permeability of cementitious materials is based on the pore size distribution and the Katz-Thompson permeability theory (Katz & Thompson 1986; Garboczi 1990; Scherer, Valenza & Simmons 2007). The Katz-Thompson theory assumes fluid transport through pores will not be possible unless pores intersect, forming a connected network which spans the specimen length. The theory states:

\[
k' = \frac{1}{226} d_c^2 \frac{\phi}{\tau}
\]  

(31)

Figure 5: Steps in the Dynamic Pressurization Method (Scherer 2006)
where $k'$ is the intrinsic permeability, $d_c^2$ is the critical pore diameter, $\phi$ is the porosity and $\tau$ is the tortuosity.

The ratio $1/226$ is not empirical, but is a calculated value resulting from the cylindrical pore assumption and the theory of mercury intrusion porosimetry (MIP). The ratio $\tau/\phi$ is called the formation factor $F$ which can be estimated from bulk and pore solution conductivity analysis (Snyder & Marchand 2001). The tortuosity can be estimated on the basis of migration test results (Samson et al. 2008). The critical pore diameter $d_c$ can be estimated from MIP results, where successive volumes of mercury $dV$ are forced into the material under pressure increments $dP$.

### 3.3.2 Porosity and Pore Size Distribution Measurements

Mercury intrusion porosimetry (MIP) has frequently been employed to measure the distribution of pore sizes from cementitious samples. To be precise, the result obtained through MIP is not a pore size distribution but rather a pore-throat size distribution (Diamond 2000). The inflection point of the cumulative-intruded-volume pore size distribution curve (corresponding to the maximum of the differential-intruded-volume curve) denotes an equivalent pore diameter which accounts for the largest volume contribution to the pore space (Figure 6).

The parameter $d_c$ corresponds to the inflection point in the curve relating the intruded mercury volume to the pore radius, as shown in Figure 6. Thus, a characteristic diameter $d_c$ [m] may be defined which is proportional to the intrusion pressure and which accounts for the greatest overall volume contribution to the porosity. The importance of $d_c$ follows from the idea that, in a system of randomly distributed conductances, the cumulative conductance is influenced much more strongly by conductances $G \geq G_c$. The characteristic conductance $G_c$ represents the largest conductance at which all conductances form an infinite, connected path and thus, corresponds to the diameter $d_c$ in the case of MIP (Katz & Thompson 1986).

![Figure 6: Critical Pore Radius (i.e., continuous pore diameter) and Threshold Radius from MIP Data (Nokken and Hooton 2006; Nokken and Hooton 2008)](image-url)
The applicability of Eq. (31) to cementitious materials has been discussed in many references. Test results obtained on hydrated cement pastes have validated the relationship (Nokken & Hooton 2008; Christensen, Mason & Jennings 1996). However, the Katz-Thompson theory has proven insufficient for predicting permeability of cement paste and concrete (El-Dieb & Hooton 1994a). Similarly, the Katz-Thompson model was demonstrated to consistently under-predict permeability values of concretes by two orders of magnitude (Tumidajski & Lin 1998). Halamickova (Halamickova et al. 1995) obtained good results with the Katz-Thompson model for hydrated cement pastes made at w/c 0.5, but proposed to modify the constant to 1/180 for w/c 0.4 pastes. Cui and Cahyadi (2001) argue that the Katz-Thompson model as shown cannot be applied to cementitious materials because the pore structure is a combination of two distinctive pore classes (i.e., fine gel pores and coarser capillary pores) and significantly improved the accuracy by modifying the equation to account for transport through gel pores using general effective medium theory (Cui & Cahyadi 2001).

Another parameter obtained from the MIP curve and used to predict permeability is the threshold diameter, that is the diameter corresponding to the lowest pressure at which mercury is able to begin invading the interior of the specimen through a connected, or percolating path, filling larger but previously disconnected pores termed “ink-bottle” pores (Hall & Hoff 2002; Moro & Bohni 2002). Thus the threshold diameter is typically defined somewhat arbitrarily as the diameter corresponding to the intrusion pressure where mercury first begins to invade the specimen in significant quantity (Nokken & Hooton 2006).

3.3.3 Measurement of Hydraulic Diffusivity

Test method ASTM E96-90 (ASTM E96 2005) is a so-called “cup test” method that is used to determine hydraulic diffusivity by placing a cementitious slab in a sealed apparatus such that two opposing sides of the slab are exposed to different relative humidity conditions controlled by salt solutions. As relative humidity equilibrates via moisture movement through the sample, the mass of the salt-solution in one chamber is monitored until a steady flow of vapor is reached. Hydraulic diffusivity can then be calculated from these steady flow mass change measurements (Mosquera et al. 2006; Baroghel-Bouny 2007b).

An alternate methodology, based on drying an initially saturated sample at 50% relative humidity, has been used to estimate the $A$ and $B$ parameters of the exponential expression shown in Eq. (22) for the hydraulic diffusivity (Samson et al. 2008). Two series of samples with different thicknesses (i.e., 1-cm and 5-cm thick) are dried at 50% RH until the masses of the thinner samples have stabilized. The drying step can take up to three months for high performance concretes. The stabilized mass of the thinner samples provides the equilibrium water content at 50% RH if the porosity of the material is known. The thicker drying series is terminated when the mass of the thinner samples is stable. Using the equilibrium value obtained for the thin samples series, a numerical algorithm solves Richards equation and adjusts $A$ and $B$ in Eq. (22) to fit the mass loss curves of the 5-cm series. Results show that a value of $B = 80$ can be used for most concrete mixtures.

The ingress of absorbed water into oven-dried samples of construction materials has been investigated using NMR techniques (Pel 1996) and X-ray tomography (Carmeliet 2004). Figure 7 shows the moisture content profiles for a material using NMR (Pel 1996). With both techniques, the profiles at different time intervals were analyzed using the Boltzmann transformation of Richards equation to yield the liquid water diffusivity.

Such approaches are influenced by problems in sample preparation, analytical techniques and...
interpretation of the acquired data. The method also
relies on drying the samples before water absorption
takes place. Marsh et al. (1983) argued that the process
of oven-drying concrete samples induces microcracks
that can affect the water transport characteristics.
Coarse aggregates, air voids, and even sand grains
weaken the signal and prevent reliable analysis.
Marsh et al. noted that the Boltzman transform, and
in general scaling uptake to $t^{1/2}$, is strictly limited for
one-dimensional cases and anomalies from $t^{1/2}$ scaling
may result from trapped air during uptake. In general,
these techniques are limited to mostly homogeneous
hydrated cement paste.

3.4 Qualitative Tests

Other test methods exist to assess the moisture
transport characteristics of cementitious materials,
such as ISO12572 and ASTM C1585. These test
methods allow qualitative comparisons between
materials, but do not provide a direct estimation of
transport properties.

In the ISO12572 procedure, entitled *Hygrothermal
Performance of Building Materials and Products*,
cylindrical samples are exposed to humidity
gradients. One face is maintained close to water,
thus creating a high humidity boundary condition.
The other face is exposed to a lower humidity
environment. The humidity gradient drives water
through the sample. The mass of the set-up is
measured until it is stable. The test provides the
steady-state moisture flux across the sample. The
method is similar to the ASTM E96 *Standard Test
Methods for Water Vapor Transmission of Materials*
which can be applied to any porous materials,
including concrete.

The procedure ASTM C1585 *Standard Test Method
for Measurement of Rate of Absorption of Water by
Hydraulic-Cement Concretes* consists of exposing a
pre-dried cylindrical sample to water vapor at 50-70%
RH causing the cementitious material to absorb water.
During absorption, mass is recorded on a regular
basis and the experimental data is expressed in terms
of the volume of water absorbed per unit surface area
(e.g., mm³/mm²). Data are plotted against the square
root of time and the curve usually shows two linear
segments, respectively called initial and secondary
absorption. The slope of the initial absorption is
called the sorptivity and can be used to compare the
absorption of different cementitious materials.

4.0 MOISTURE TRANSPORT
THROUGH FRACTURED MEDIA

Although undesirable, cementitious materials may
become fractured due to various design, placement,
and exposure/degradation conditions. Fractures
generally enhance water (and solute) transport
under saturated and film flow conditions. The
extent depends on saturation conditions and fracture
aperture, spacing, asperity, and connectivity. Thus,
moisture transport in fractured media is of particular relevance to the performance of damaged engineered cementitious barriers.

### 4.1 Role of Fractures in Moisture Transport

Under saturated conditions, cracks typically dominate liquid moisture flow and solute transport. Under unsaturated conditions and sufficient matric suction, fractures become relatively inactive in transporting water and dissolved species, because they are effectively dewatered and may also form a discontinuity in capillary suction. At intermediate suction levels cracks may have a significant influence on moisture transport. Similarly, moisture transport via gas phase transport can be greatly enhanced in unsaturated fracture networks. The behavior of liquid fracture flow is strongly influenced by capillary suction in the adjoining intact porosity, and the focus of subsequent discussion.

Engineered cement-based waste forms and barriers for DOE and NRC applications typically reside (or will reside) in the vadose zone after facility closure, although these barriers will reside above grade during operations. Vadose conditions in humid climates (e.g., Savannah River Site) exhibit relatively low soil suctions, and suggest that cracks in cementitious materials would be important to facility performance. In more arid climates (e.g., Hanford site), cracks may be relatively less important to liquid transport.

A fracture with aperture b can be liquid-filled under the condition:

\[ P_l > -\frac{2\sigma}{b} \]  

where: \( \sigma \) is surface tension and \( P_l \) is the liquid pressure imposed by the surrounding matrix and boundary conditions, and suction is indicated by a negative pressure value (Wang & Narasimhan 1985).

The equivalent intrinsic permeability of the fracture is:

\[ k' = \frac{b^2}{12} \]  

and the saturated liquid hydraulic conductivity is:

\[ K_s = \frac{\rho gb^2}{12 \eta} \]  

Figure 8 shows hydraulic conductivity as a function of aperture for water at 20°C. Note that even narrow cracks have a high saturated conductivity compared to typical saturated conductivity of cementitious materials (<10^-8 cm/s).

Although water cannot bridge an aperture when \( P_l < -\frac{2\sigma}{b} \) and the fracture becomes largely dewatered, non-stationary liquid films may still coat the crack faces. Water flow through a rough walled crack in a porous medium has been documented to occur in at least three distinct regimes (Tokunaga & Wan 1997; Pruess & Tsang 1990; Or & Tuller 2000):

- Saturated flow, that is, liquid completely filling the aperture.
- “Thick” film flow on each crack wall, where water is present as a film completely filling surface pits and grooves and the air-water interface is relatively flat.
- “Thin” film flow, where water recedes into surface pits/grooves by capillary forces and adheres to flat surfaces by adsorption.

The saturated flow regime occurs at positive or very slightly negative pressures. The “thick” and then “thin” film flow regimes occur with increasing suction in the surrounding porous medium.

The full spectrum of flow regimes for idealized fractures has been analyzed theoretically by Or and Tuller (2000) considering uniform crack width and simplified geometry. The authors conceptualize a
rough fracture face as a repeating series of vertical flat surfaces and V-shaped grooves to facilitate further analysis. At pressures slightly below $-2\sigma/b$, liquid will completely fill a groove and form a flat liquid-vapor interface. At a sufficiently low pressure, liquid will recede into the corner of the groove and be retained by capillary forces. Under this condition, the matric potential determines the radius of the liquid vapor interface in a groove. For a groove of depth $L$ and angle $\zeta$, the maximum radius accommodated by the groove geometry is:

$$r_c = \frac{L \tan(\zeta / 2)}{\cos(\zeta / 2)}$$

(35)

and the critical pressure defining the transition between flat and curved interfaces is:

$$P_{cr} = -\frac{\sigma}{r_c}$$

(36)

Thus, the three flow regimes identified earlier occur over the following specific pressure ranges for the assumed geometry of the fracture face:

- **Saturated flow:**
  $$P_f > -\frac{2\sigma}{b}$$
  (37)

- **“Thick” film flow:**
  $$-\frac{\sigma}{r_c} < P_f < -\frac{2\sigma}{b}$$
  (38)

- **“Thin” film flow:**
  $$P_f < -\frac{\sigma}{r_c}$$
  (39)

Liquid not being held by capillary suction in groove corners adheres to the remaining surfaces of the fracture face as a thin film by van der Waal forces. Or and Tuller (2000) show that residual liquid on fracture faces flows downward under the force of gravity. Thus moisture transport is non-zero despite the aperture being mostly de-saturated, an important issue for evaluating the performance of cementitious barriers.

![Figure 8: Hydraulic Conductivity of a Saturated Crack as a Function of Aperture](image)
Microcracks with sufficiently small aperture do not enhance transport of water and solutes. Wang et al. (1997) found that crack openings less than 50 μm had “little effect on concrete permeability”, implying a similarly small effect on effective diffusion coefficient. In agreement with the latter, apertures less than about 50 μm did not produce accelerated chloride penetration in cracked concrete (Ismail et al. 2004). In another chloride propagation study, Sahmaran and Yaman (2008) report that “for crack widths less than about 135 μm, the effect of crack width on the effective diffusion coefficient ... was found to be marginal when compared to virgin specimens.”

Larger cracks increase permeability to a widely variable degree (one to several orders of magnitude), depending on the cementitious material, exposure/degradation conditions and resulting crack geometry, and matric suction. Some examples compiled by Černý & Rovnaniková (2002) are reproduced in Table 2.

### 4.1.1 Modeling Approaches for Fractured Media

The most widely-used approach for simulating moisture transport through a fractured medium at a systems level utilizes a single continuum with effective properties. The effective properties approximate the collective or homogenized behavior of cracks embedded in a porous matrix. Continuum approaches tend to be valid under steady non-localized flow conditions, produce reasonable predictions of average seepage rates (flow integrated across time and/or space), and avoid sophisticated characterization of the fracture network (e.g., Finsterle 2000; Liu et al. 2003). However, this approach can over-estimate constituent release when coupled with mass transfer of dissolved constituents and local dissolution kinetics or diffusion controls pore water composition (see dual medium approaches below). Effective properties can be derived from

<table>
<thead>
<tr>
<th>Material</th>
<th>MF&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 MPa concrete, comp. stress 70% ult. load</td>
<td>$10^2$–$10^4$</td>
<td>(Kermani 1991)</td>
</tr>
<tr>
<td>Ordinary concrete, 100°C</td>
<td>102</td>
<td>(Bazant &amp; Thonguthai 1978)</td>
</tr>
<tr>
<td>Ordinary concrete, bending stress, 0.1 mm</td>
<td>2.25</td>
<td>(Bazant, Sener &amp; Kim 1987)</td>
</tr>
<tr>
<td>Cement paste, tensile stress, 110 μm</td>
<td>14</td>
<td>(C. Aldea, S. Shah &amp; A. Karr 1999)</td>
</tr>
<tr>
<td>Cement mortar, 130 μm, tensile stress</td>
<td>10</td>
<td>(C. Aldea, S. Shah &amp; A. Karr 1999)</td>
</tr>
<tr>
<td>Ordinary concrete, 130 μm, tensile stress</td>
<td>$2\times10^3$</td>
<td>(C. Aldea, S. Shah &amp; A. Karr 1999)</td>
</tr>
<tr>
<td>HPC, 110 μm, tensile stress</td>
<td>102</td>
<td>(C. Aldea, S. Shah &amp; A. Karr 1999)</td>
</tr>
<tr>
<td>45 MPa concrete, 350 μm, tensile stress</td>
<td>107</td>
<td>(Wang et al. 1997)</td>
</tr>
<tr>
<td>45 MPa concrete, 550 μm, tensile stress under load</td>
<td>107</td>
<td>(Wang et al. 1997)</td>
</tr>
<tr>
<td>Ordinary concrete, 350 μm, tensile stress under load</td>
<td>$2.5\times10^3$</td>
<td>(C.M. Aldea, S.P. Shah &amp; A. Karr 1999)</td>
</tr>
<tr>
<td>HPC, 300 μm, tensile stress under load</td>
<td>35</td>
<td>(C.M. Aldea, S.P. Shah &amp; A. Karr 1999)</td>
</tr>
<tr>
<td>Cement mortar, comp. stress, 90% ult. load</td>
<td>16</td>
<td>(Černý et al. 2000)</td>
</tr>
</tbody>
</table>

<sup>a</sup> MF = multiplication factor (i.e., increase in permeability compared to uncracked material).
Figure 9: Effective Unsaturated Hydraulic Conductivity Derived for a Hypothetical Cracked Concrete based on Or and Tuller (2000)

Table 3: Selected Parameters for a Hypothetical Cracked Concrete

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol (Or and Tuller 2000)</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>ratio of pit spacing to pit depth</td>
<td>$b$</td>
<td>1</td>
<td>unitless</td>
</tr>
<tr>
<td>pit connectivity factor</td>
<td>$\delta$</td>
<td>1</td>
<td>unitless</td>
</tr>
<tr>
<td>pit angle</td>
<td>$\gamma$</td>
<td>60</td>
<td>deg</td>
</tr>
<tr>
<td>pit depth</td>
<td>$L$</td>
<td>5.0E-04</td>
<td>m</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.500</td>
<td>mm</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.020</td>
<td>in</td>
</tr>
<tr>
<td>width of unit element</td>
<td>$W$</td>
<td>1.08E-03</td>
<td>m</td>
</tr>
<tr>
<td>aperture</td>
<td>$b$</td>
<td>1.27E-03</td>
<td>m</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.05</td>
<td>in</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>mil</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.27</td>
<td>mm</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1270</td>
<td>micron</td>
</tr>
<tr>
<td>spacing between fractures</td>
<td>$B$</td>
<td>1</td>
<td>m</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>cm</td>
</tr>
<tr>
<td>saturated matrix conductivity</td>
<td>$K$</td>
<td>3.1E-12</td>
<td>m/s</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1E-10</td>
<td>cm/s</td>
</tr>
<tr>
<td>porosity</td>
<td>$n$</td>
<td>0.18</td>
<td>unitless</td>
</tr>
</tbody>
</table>
experimentation (Persoff & Pruess 1995) or from theoretical or numerical analysis of fracture flow (Pruess & Tsang 1990; Kwicklis & Healy 1993; Liu & Bodvarsson 2001).

As an illustration of the latter, the analysis of Or and Tuller (2000) can be applied to a hypothetical fracture geometry to derive an effective hydraulic conductivity for cracked concrete. An example variation is shown in Figure 9, where for comparison the hydraulic conductivity of uncracked concrete is included. An aperture of 127 μm (5 mil) and crack spacing of 1 cm were chosen, along with the other settings indicated in Table 3. The aperture (>50 μm) is large enough to have a significant influence on moisture transport, and the ratio of crack spacing to aperture is 78. Gérard & Marchand (2000) define the latter ratio as the mean crack spacing factor and note that the parameter “rarely goes below 100, even for concrete samples severely degraded.” Thus the selected crack geometry is representative of severe microcracking. Under saturated flow conditions, the hydraulic conductivity contrast is observed to be nearly 9 orders of magnitude. On the other hand, the cracked and uncracked materials are hydraulically the same for suctions exceeding about 100 cm. At intermediate suction levels, between 1 and 100 cm, the influence of cracks is strongly dependent on suction.

Motivated primarily by solute rather than water transport considerations, a fractured porous medium is often separated conceptually into separate, but spatially overlapping, matrix and fracture continuum domains (or porosities). The dual-porosity concept has been applied to several physical settings, including laboratory soil columns, heterogeneous granular aquifers, aggregated media, and in the situation most relevant to the present, fractured geologic media (Passioura 1971; Skopp & Warrick 1974; van Genuchten & Wierenga 1976; van Genuchten & O’Connor 1977; Rao et al. 1980; Hayot & Lafolie 1993; Lafolie & Hayot 1993; Brusseau et al. 1994; Griffioen, Barry & Parlange 1998). Specific formulations range from mobile–immobile regions with first-order mass transfer (Coats and Smith, 1964) to dual-permeability, in which advection occurs in both regions (Gerke & van Genuchten 1993). Generalizations of the concept have also been developed (Haggerty and Gorelick 1995, Wang et al. 2005). Dual-porosity formulations generally assume that all water transport occurs in fractures and none in the matrix, while dual-permeability implies moisture movement in both domains. Effective porous medium properties are required for the active domain(s), analogous to single-domain modeling.

In Discrete Fracture Modeling (DFM) flow is explicitly simulated through individual fractures, as well as the surrounding matrix (Yu, Ruiz & Chaves 2008; Kim & Deo 2000). DFM preserves the physical geometry of fractures, or at least approximately in terms of key attributes such as aperture, spacing and connectivity. The approach offers a more accurate representation of the physical system, at the expense of additional effort to characterize the fracture network and significantly higher computational demands. In practice, single- or dual-continuum models are typically chosen for system level or field scale modeling, while discrete fracture modeling is better suited to laboratory or small scale simulations.

5.0 OTHER TRANSPORT MODELS

5.1 Pore-Scale Models

Pore-scale models explicitly model flow processes occurring on the scale of pores. While this level of detail is computationally impractical for simulating integrated effects over much larger scales, pore-scale models are of interest for studying key phenomena at the microscale.
Since water migration through cementitious materials primarily depends upon capillary potential, many researchers have utilized the Hagen-Poisseuille relation to model liquid transport on a fundamental mechanistic level (Capek et al. 2007; Martys & Ferraris 1997; Song & Kwon 2007; Leventis et al. 2000). The Hagen-Poisseuille relation expresses the fluid flux $j$ [m$^3$/s] in a capillary tube as a function of pressure drop $\Delta P$ [Pa], given as (Leventis et al. 2000).

$$ j = \frac{\pi \left( \frac{d^4}{2} \right)}{8\eta} \frac{\Delta P_j}{l} $$

(40)

where: $d$ is the diameter of the pore [m], $l$ is the length of the pore [m], $\eta$ is the dynamic viscosity of the fluid [Pa·s]. These models greatly simplify pore geometry by conceptualizing pores as orthogonally interconnected cylinders or cubes, for which the Poiseuille equation has an exact analytical solution.

The orthogonal nature of such models lends their use to three-dimensional determination of fluid flow but inherently necessitates empirical correction factors for tortuosity or connectivity of pores. Generation of these network models is accomplished either by randomly selecting pore size and connectivity based upon real pore-size distribution data (Garboczi 1991; Kainourgiakis et al. 2005; Oren & Bakke 2003; Pradhan, Nagesh & Bhattacharjee 2005) or by tracing the void spaces in tomographed images of real materials (Carmeliet et al. for 2004). The main advantage of using such a network lies in computing transport through macro-pores (≥ 20 μm) which exhibit open-channel flow behavior (Roels, Vandersteen & Carmeliet 2003). A major limitation of these models is the difficulty in quantifying water migration through gel pores (≤ 2 nm diameter) in a mechanistic manner.

Researchers have combated this problem by superimposing a 3-D cubic macropore network, a capillary pore continuum, and a nano-scale pore network (Philippi & Souza 1995). It is important to note that cylindrical pore networks are useful only for the calculation of the phenomenon upon which they are calibrated and are not representative of true pore geometry (Garboczi 1991). Therefore, determination of transport rates that depend on other physical and chemical characteristics, such as phase surface area, must be accounted for explicitly in the model.

### 5.2 Lattice-Boltzmann Methods

The lattice-Boltzmann modeling approach presents an elegant yet computationally intensive method for determining multi-phase fluid transport parameters in porous media. The lattice-Boltzmann method is a numerical simulation technique that allows for the movement, and subsequent collisions, of particles along a regular lattice. Collisions are deterministic and governed by rules so as to conserve number of particles and momentum (McNamara & Zanetti 1988). The method entails discretizing an entire pore space into static nodes of solid phase and dynamic nodes of fluid phases (typically one wetting phase and one non-wetting phase). Martys and Hagedorn implemented the lattice-Boltzmann approach on tomographic reconstructions of sandstone and cracked mortars (Martys & Hagedorn 2002). Lattice-Boltzmann routines have the advantage of being adaptable to any spatial scale, but rely on accurate model representations of physical pore structure.

The heterogeneity of porous microstructures across length scales presents a challenge for delineating single lattice spacing. One method of dealing with this problem is discretizing the larger pores and treating the smaller pores as a permeable continuum which obeys Darcy’s law. The boundary conditions at
interfaces between the larger pores and the permeable medium are determined by the Brinkman equation which satisfies both the continuity equation and the shear stress condition (Martys & Hagedorn 2002).

6.0 CHALLENGES AND OPPORTUNITIES

The fundamentals of moisture transport in cementitious materials are well understood, and a variety of effective modeling approaches have been advanced for predicting moisture movement. The Cementitious Barriers Partnership will likely choose a single- or dual-domain continuum formulation for macroscale moisture transport simulation. At smaller scales, discrete fracture and/or pore-scale models are likely to be useful for estimating effective parameters and understanding specific coupled phenomena.

Accurate simulations do depend on adequate characterization of key physical properties, typically defined by empirical relationships requiring experimental testing. The key properties for moisture transport simulation include:

- hydraulic conductivity (permeability) in saturated and unsaturated materials,
- hydraulic diffusivity as a function of water content, and
- water retention curves (water content or saturation as a function of relative humidity)

While established techniques are available for measuring the porous medium properties of intact undamaged laboratory specimens, characterization of damaged (e.g., fractured) cementitious materials will be a challenge. When damage is in the form of cracking, complete characterization may encompass definition of aperture distribution, spacing, orientation, connectivity, asperity, etc., which may be useful for system conceptualization and model validation but are impractical for long-term prediction. Large samples may be required to define representative properties. Furthermore, in many Cementitious Barriers Partnership applications of interest, damage will evolve over many thousands of years, such that representative contemporary specimens are not available for direct testing.

Thus, the primary challenge to accurate moisture simulation will be adequate definition of hydraulic properties and how these properties evolve in response to physical and chemical changes and stresses imposed on the system.

These challenges create opportunities for devising accelerated degradation tests and innovative experiments at the laboratory and field scales to define the hydraulic properties of damaged cementitious materials.
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# 8.0 APPENDIX: MATERIAL PROPERTIES DEFINING THE PHYSICAL STATE OF A POROUS-MEDIUM

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>total porosity</td>
<td>$\phi$</td>
<td>void volume divided by total volume</td>
</tr>
<tr>
<td>open/connected porosity</td>
<td>$\phi_o$</td>
<td>porosity with connection to external boundaries that is occupied by air and/or water that is not chemically or physically bound to cement</td>
</tr>
<tr>
<td>closed/unconnected</td>
<td>$\phi_c$</td>
<td>porosity without connection to external boundaries or occupied by water that is chemically or physically bound to cement</td>
</tr>
<tr>
<td>effective porosity</td>
<td>$\phi_e$</td>
<td>porosity through which primary (e.g., advective) solute transport occurs for particular time and spatial scales</td>
</tr>
</tbody>
</table>

### Permeability
- intrinsic permeability $\kappa$: flow proportionality coefficient that is independent of fluid properties and defined through a form of Darcy's law: $U = -k \nabla h$
- relative permeability $k_r$: water or air permeability under unsaturated conditions relative to the saturated condition; may be defined as a function of saturation or water content

### Hydraulic Conductivity
- saturated hydraulic conductivity $K$: flow proportionality coefficient dependent on fluid properties and defined through a form of Darcy's law: $U = -K \nabla h$
- unsaturated hydraulic conductivity $K_k$: hydraulic conductivity under unsaturated conditions
- hydraulic diffusivity $D_\theta(\theta)$: flow proportionality coefficient defined by: $D_\theta = -k_k \frac{dh_c}{d\theta}$
- water retention $S(\theta|h_c)$: saturation or water content as a function of capillary suction head

### Diffusion Coefficient
- molecular diffusion coefficient $D_m$: proportionality coefficient for diffusive transport in open/free fluid
- effective diffusion coefficient $D_e$: diffusion coefficient accounting for slower transport due to flow path tortuosity in a porous medium: $D_e = D/\tau$
- intrinsic diffusion coefficient $D_i$: diffusion coefficient accounting for tortuosity and flow area reduction due the presence of solids (porosity): $D_i = \phi D_e = \phi D/\tau$
- apparent diffusion coefficient $D_a$: diffusion coefficient accounting for tortuosity, porosity, and solute sorption/binding

### Tortuosity
- tortuosity $\tau$: diffusion rate through open water relative to saturated pore space (comprising tortuous flow paths)

### Solid Density
- particle density $\rho_s$: mass of solid per unit volume of solid
- bulk density $\rho_b$: mass of solid per unit volume of sample

### Fluid Properties
- fluid density $\rho_f$: fluid (water or air) mass per unit volume of fluid
- fluid viscosity $\eta_f$: measure of fluid (water or air) resistance in response to shear stress
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ABSTRACT

The objective of this chapter is to provide a summary of the latest developments in leaching from cementitious barrier materials consisting of different concrete formulations and cement stabilized waste forms. The chemical retention of substances in the matrix, which is controlled physically by material hydraulic and diffusion properties and chemically by precipitation/dissolution processes, sorption processes onto iron oxides and organic matter, incorporation in solid solutions and interactions with clay, is addressed. The influence of external factors such as oxidation and carbonation on constituent release can be very important because large pH and redox gradients may exist initially, but the chemistry within and surrounding the matrix will change with time and consequently different release behaviors may occur at over different time intervals. In addition, physical stresses may occur that change the physical and hydraulic properties of the material (this aspect is addressed in other report chapters). From a leaching perspective, the release controlling phases are not necessarily the primary matrix minerals, but also may be phases only present in very minor quantities. An integrated set of tools for testing and evaluation of release is presented, which lend themselves for chemical speciation modeling and subsequent chemical reaction transport modeling. The important role of field verification in lysimeters and test bed studies is stressed and experiences in nuclear waste management are identified.

1.0 INTRODUCTION

One focus of the Cementitious Barriers Partnership (CBP) is to advance the general understanding and prediction of the long-term physical, hydraulic and chemical performance of cementitious materials used for nuclear applications. Since these barriers are designed and implemented to retard the release of waste materials into the environment, knowledge of the processes and phenomena that control the release of constituents from cementitious barriers and the evolution of the influential properties of cementitious materials and related systems over time and space is central to CBP mission. Thus, this chapter focuses on the mass exchanges that occur across interfaces between the cementitious barrier and surrounding media.
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and the effect of such exchanges on the ability of the cementitious barrier to retain species of interest.

The Encyclopedia of Science and Technology describes “leaching” as the removal of a soluble fraction, in the form of a solution, from an insoluble permeable solid with which it is associated. In this sense, leaching is a macroscopic process bounding by the mass of a substance passing boundaries of the permeable solid in question. In performance assessments (PAs) developed for the US Department of Energy (USDOE) and US Nuclear Regulatory Commission (USNRC), leaching of radionuclides from a source material through the environment is the primary mechanism that defines doses to a potential receptor. Often descriptions of leaching are based on simple diffusion models with constant diffusivity and source terms. However, within the pore structure of cementitious materials, leaching is a complex coupling of mass transport mechanisms through a tortuous pore system and a wide range of chemical reactions which help to retain constituents within the matrix.

The constituents in cementitious materials, in general, can be categorized by the relative concentration of the element or species present in the bulk solid and the element’s characteristic chemical behavior. For this conceptual model, the constituents of interest are grouped as follows:

- Primary matrix constituents
  - cations (e.g., calcium, aluminum, silicon, iron)
  - anions (e.g., sulfate, carbonate, hydroxide)
- Minor constituents at concentrations where mineral precipitation is possible
  - cations with pH-dependent solution behavior (e.g., manganese, chromium III, barium)
  - cations with minimal dependence on solution pH (e.g., sodium, potassium),
  - anions with pH-dependent solution behavior (e.g., arsenate, chromate)
  - anions with minimal dependence on solution pH (e.g., chloride)
- Trace constituents at concentrations below the point where mineral precipitation is likely
  - most radionuclides
  - trace ionic constituents (e.g., cadmium, mercury)

Leaching from a porous material is an integrated process of mass transport due to gradients in concentration, chemical potential or pressures, combined with all chemical interactions between the solid phase and the pore solution. The release from the solid into the pore water, at every point in time and space, is controlled by a complex set of interactions which include:

- dissolution-precipitation,
- adsorption-desorption,
- cation exchange,
- incorporation into solid solutions, and
- complexation within the aqueous phase.

The mutual interaction between material constituents deposited into precipitates, engaged in competitive sorption to surfaces, or incorporated in solid solutions, implies that individual elements or radionuclides cannot be considered without taking the chemical context dictated by major and minor elements into account. Thus, chemical form of the species (i.e., speciation) determines the ability of the cementitious barrier to retain trace constituents and dictates the compositions of the pore water and gas phases, which are the two phases through which mass transfer results in release.

---

1.1 Conceptual Model of Cementitious Barrier in the Environment

The following conceptual model of a cementitious barrier material in a generic placement scenario is used for illustrative purposes in subsequent discussions.

1.1.1 Barrier Material – Scenario Description

Fundamentally, cementitious barriers are porous solids consisting of a complex mixture of crystalline and gel-like phases with an interstitial pore solution that is in chemical equilibrium with the solid phase. The relative amounts of the different solid phases that form as a result of hydration reactions are dependent on the components of the “dry blend” or binder, the water/binder ratio, and admixtures included to facilitate placement or handling of the product. If the intent of the cementitious material is to immobilize or retard the release of constituents of concern contained in a waste stream, the composition of the waste also may influence the solid phases of the final wasteform. The physical properties of the matrix (e.g., porosity, permeability, conductivity, etc) will be dependent on both the solid phase composition and on the amount of coarse and/or fine aggregate typically added to the process to increase strength and durability.

Over a given period of performance, a cementitious monolith may be contacted by one or more forms of surrounding media where water, dissolved constituents, and/or gases including water vapor and air (i.e., nitrogen, oxygen, carbon dioxide) are transported between materials. The physical-chemical nature of the materials surrounding the cementitious barrier will depend on the design of the engineered system, but may include an open atmosphere (e.g., air contacting above-ground vaults), soil or granular fill (e.g., unsaturated or water-saturated compacted fill around buried structures), steel (e.g., tank liners), or contained liquids (e.g., for unlined spent fuel pools).

In these scenarios, the cementitious monolith may be structural concrete, grout or a waste form, any of which may have some degree of initial cracking. Figure 1 is a conceptual illustration of release processes, influential physical and chemical factors, and interfacial phenomena that may exist upon placement of a cementitious barrier into the environment.

1.1.2 Water Contact Mode and Moisture Transport

By definition, leaching occurs when the cementitious matrix is in contact with a continuous liquid phase and aqueous constituents are transported across the material interface. Although significant cracking may exist as a result of curing phenomena (e.g., autogenous shrinkage), the initial cementitious barrier is assumed to have lower permeability than the surrounding material, such that the majority of infiltrating or groundwater will flow around the matrix. Over time, physical loads, water-borne chemical reactions (e.g., sulfate ingress and subsequent ettringite precipitation) and thermal gradients imposed on the cementitious monolith may induce physical stresses and the monolith may deteriorate through a series of states from (a) an intact monolith, to (b) a stressed matrix to (c) a spalled matrix (Figure 2). The rate and extent of the physical degradation is material- and scenario-specific, primarily controlled by the stresses induced in the system and the strength of the material. The changes in the physical state of the cementitious monolith will significantly affect the surface area exposed to the environment, mode of water contact (e.g., flow-around or percolation through), and the rate and extent of water and/or gas exchange between the monolith and its surroundings.

The permeability or hydraulic conductivity of the cementitious barrier increases with the degree of degradation, resulting in a larger fraction of water flowing or percolating through the material. If the hydraulic conductivity of the material is low or approximately 1/100 that of the surrounding material,
infiltration due to percolation events or groundwater will preferentially flow around the cementitious mass. However, when the hydraulic conductivity is sufficiently high (e.g., $>10^{-8}$ m/s) and on the same order of magnitude or greater than that of the adjacent material, water will percolate through the cementitious mass. The same guidelines hold for localized percolation through regions of the cementitious material.
(e.g., through continuous cracks or degraded zones). At low permeability, water will be stagnant or move driven by capillary effects in response to gradients in matrix potential (i.e., capillary suction) created by changes in external saturation or evaporation and condensation processes. In low- or no-flow regimes, diffusion will dominate mass transfer and release; while in localized high flow regions around a crack, diffusion may be the release rate limiting step in the diffusion-convection process.

In the absence of large air-voids, the pore of structure cementitious materials may be considered initially saturated if sufficient water is present during curing. Saturation of the cementitious material with water (i.e., extent of pore-filling with water) can vary spatially and temporally. Relative saturation, defined as the fraction of the total pore volume filled with water, is a continuous function taking values between 0 and 1 for completely dry and fully saturated materials, respectively. The following saturation states are important relative to overall diffusive moisture transport through the liquid and vapor phases.

- **Full Saturation** - no gas phase present; evaporation from the surface induces liquid movement within the material
- **Capillary Saturation** - gas phase becomes continuous; diffusion of water vapor starts to influence overall rate of water transport
- **Insular Saturation** - liquid phase becomes discontinuous; vapor phase diffusion dominates transport process
- **Completely Dry** - theoretical construct, typically not obtained in natural systems, where all moisture transport stops.

Drying or moisture transport may occur if:

- the surrounding media is unsaturated with a capillary suction greater than that expressed by the cementitious material,
- the surrounding media is unsaturated and the adjacent air or pore gas is at less than 100% relative humidity,
- hydration reactions of the cementitious material and/or phases such as hydrated salts causes self-desiccation.

Ingress of water can occur by:

- capillary suction,
- percolation through interconnected pores and cracks,
- condensation in response to temperature and external relative humidity changes, or
- chemical reactions which generate water.

Although frequently neglected in environmental assessments, significant water exchange by a combination of capillary uptake, vapor migration and condensation has been documented at low-level nuclear waste vaults in Spain (Zuloaga, Andrade & Castellote 2009). As the level and extent of damage to the matrix increases, then water exchange by percolation will increase because of increased hydraulic conductivity if sufficient water is present in the immediate surroundings.

Bulk gas exchange with the monolith will occur in response to:

- changes in barometric pressure (i.e., barometric pumping), or
- displacement during capillary imbibition of water, or
- temperature changes.

### 1.1.3 Ionic Transport

Leaching, or constituent release as ionic species dissolved in the aqueous phase, occurs in response to gradients in chemical activity between the pore water solution and the external boundary. The release of constituents from a porous matrix results from dissolution of the solid phase into the pore solution,
coupled with mass transport with the pore system (1) by gradients between the interior of the cementitious material and the surroundings (diffusion-controlled release), and/or (2) by convection of the pore water through the solid material by capillary suction or percolation.

In actuality, the impact of leaching on environmental assessment is the net result of a complex combination of water movement within and around a porous solid material and the chemical conditions that occur locally within the material pores and at the external boundary. These chemical conditions are spatially variable and dynamic, changing in response to ingress and release of chemical species and their redistribution between solid and liquid phases in response to precipitation-dissolution, adsorption-desorption, ion-exchange and solution complexation reactions.

1.1.4 Internal Factors

There are several chemical and physical factors that affect the measured rate of leaching from porous materials. Chemical factors primarily influence the concentrations of species in the pore solution, whereas physical factors control the mode of water contact and the rate of mass transport through a pore to the environment.

For inorganic constituents, the master chemical variable is local pH in that many of the solid-liquid partitioning reactions are controlled or influenced by changes in pH. The high pH of cementitious materials is primarily responsible for stabilization of species through formation of solid phases (e.g., precipitates or solid solutions) and for cation binding to negative surface charge on metal oxide surfaces. High pH is indirectly a factor in increasing both inorganic and organic species leaching through mobilization of dissolved organic carbon which may complex with porewater components and increase leachable concentrations.

Permeability of the solid material may be the master physical factor that dictates the mode of water contact and the rate controlling mechanisms of mass transport. Infiltrating water is likely to percolate through highly permeable materials and flow around low permeability fills. In the former case, solid-liquid partitioning will dominate the rate of release while mass transport processes (e.g., diffusion, convection) will control the rate of release in the latter case.

1.1.5 External Stresses

Since the leaching matrix is in direct contact with surrounding materials in the placement scenario, a cementitious material is susceptible to exchange of liquid and gases across the matrix boundary. For example, an initially water saturated material (e.g., as the result of complete hydration during curing) will tend to lose water. If the water loss is significant, gases from subsurface soils or materials can diffuse into the matrix and react with the pore solutions (e.g., carbonation, oxidation). The cementitious material may be contacted with pore solution that is “acidic” or demineralized relative to the pore solution; both of which aggressively influence the durability of the cementitious barrier and the leaching of major and trace constituents. Therefore, examination of interfaces between the environment and the cementitious barrier material and the alteration of leaching mechanisms due to potential boundary reactions become as important as the study of leaching rates from the material under controlled conditions.

1.2 Overview of Leaching Assessment Approaches

A critical aspect of the assessment methodology for environmental performance of cementitious materials is the approach for characterizing leaching rates and interactions at material interfaces. Under current US environmental policy, management and disposal of hazardous and radioactive wastes/waste forms is regulated by local, state and federal agencies.
Assessment methodologies and acceptance criteria for leachability from these materials historically has been based, in part, on screening procedures promulgated by the United States Environmental Protection Agency (USEPA) for hazardous waste classification or stipulated through the USNRC for nuclear waste disposal. Research in Europe and the US provides an integrated leaching assessment framework (Kosson et al. 2002) into the current regulatory context.

This chapter presents conceptual models describing the interdependency between processes, material characteristics and constituent release, constitutive relationships for relevant leaching and chemical retention processes, experimental approaches to determining material-specific leaching characteristics, and integration of experimental data with modeling and simulation. These phenomena will be placed in context of the leaching behavior of typical cementitious matrices as well as identification of knowledge gaps and opportunities for advancement of the current understanding.

2.0 MECHANISMS AND PROPERTIES

Migration of constituents through porous solid media can take place via a combination of several mechanisms; molecular diffusion in the water phase, diffusion in the gas phase, and/or convection of dissolved ions in flowing fluid phases. The generalized mass transport of a species in a porous media can be described using the convection-diffusion-reaction equation:

\[
\frac{\partial C_i}{\partial t} = \nabla(D \nabla C_i) - \nabla \cdot (v C_i) + R(C_i)
\]  

(1)

where: \( C_i \) is the concentration of the species \( i \) in a unit volume of liquid [mg/m³liquid], \( t \) is time [s], \( D \) is the diffusion (dispersion) coefficient [m²/s], \( v \) is the bulk velocity of the liquid or gas phase [m/s], and \( R(C_i) \) is the production rate for the species [mg/m³s], typically considered a function of the concentration of the transporting species.

The overall rate of mass transfer and the relative importance of the terms in Eq. (1) are determined by a combination of chemical and physical processes and properties. The following is a brief review of physical properties and processes relevant to leaching form cementitious materials.

2.1 Mass Transport Mechanisms

Leaching from cementitious materials is often considered to be a diffusion-based process where the flux of a species is directly proportional to a gradient in concentration. However, the leaching process in natural systems is influenced not only by concentration gradients but by convection and chemical reaction processes. Chemical processes play an especially important role in the degradation of cement matrices which, in turn, affects the rate of leaching. A well-balanced review of the theoretical and numerical representation of cementitious material based on mass transport and degradation reactions is presented by Glasser, Marchand, & Samson (Glasser, Marchand & Samson 2008).

2.1.1 Convection

When the hydraulic conductivity of the cementitious material is high enough to allow a significant pressure-driven flow of water through the material, dissolved species in the pore solution are carried along with flowing water by a process called convection. Convective transport is not likely to be a significant mechanism for mass transport in intact cementitious material; however, convection will play a role in mass transport when considerable physical damage (e.g., cracking) and disintegration convection are evident. Mechanisms and modeling of convective transport are discussed in the chapter on mass transport processes.
2.1.1 Osmotic Pressure

One important issue poorly defined in the literature is the effect of osmotic pressures which may build up in the pore fluid of cement-stabilized matrices with high salt loadings, possibly leading to expansion of the system (Bénard et al. 2008). Osmotic pressure will only be important in systems where there is no free movement of ions possible, as in cases of a semi-permeable membrane with solutions of different salt concentrations on both sides. Rowe et al. (2004) related the movement of water as a result of the osmotic countercurrent due to double layer repulsion in microporous, reactive materials (e.g., clays). To what extent small pores in concrete act as a “membrane” is not clear; however, if osmotic effects are possible, the maximum pressures may be derived from the estimated salt concentrations in the pore solutions.

2.1.2 Diffusion

Molecular diffusion is the autonomous process by which dissolved ions migrate from high to lower concentrations in order to relax existing concentration gradients. Over short distances (e.g., mm to cm scales), the diffusion process dominates mass transport, but becomes increasingly less significant over larger distances. In cracked matrices, liquid phase diffusion can play a role in migration of substances from intact regions towards the crack surface where bulk flow dominates the rate of mass transport. In this way, diffusion can be the rate limiting factor for species that can be transported over longer distances by convection.

Molecular diffusion occurs because of gradients in chemical potential developed within the material relative to internal heterogeneity or between the material and surrounding media due to external conditions. In turn, chemical potential is related to porewater concentrations through the ionic strength of the pore solution (e.g., through the Debye-Hückel or Davies equation). Thus, high concentrations within the material relative to those at the boundary or interface cause diffusion out (leaching or release), while higher external concentrations than within the material cause diffusion into the material (ingress).

2.1.2.1 Diffusion Coefficients

In aqueous, non-porous system without bulk phase movement, the one-dimensional (1-D) mass flux of a dissolved species often is described by Fick’s first law:

\[ J = -D^{\text{mol}} \frac{\partial C}{\partial x} \]  

(2)

where: \( J \) is the flux of the diffusing species [mg/m³ s], \( \partial C / \partial x \) is the 1-D gradient of the species [mg/m³ m], and \( D^{\text{mol}} \) is the proportionality constant known as the molecular diffusivity or molecular diffusion coefficient [m²/s].

*Molecular diffusivity* is a property of the diffusing species and temperature with no consideration for the physical or chemical effects. Values of the molecular diffusion coefficient for a wide variety of species fall typically within a relatively narrow range of \((1–4) \times 10^{-9} \text{ m}^2\text{s}\) at 25°C (Robinson & Stokes 1959). These diffusion coefficients are determined at infinite dilution and tabulated in the literature (ACG).

Three variants to the molecular diffusion coefficient may be seen in the porous media literature depending on incorporation of various physical and chemical influences. Since the nomenclature associated with diffusion coefficients is widely inconsistent within the literature, the following definitions are used (Walton et al. 1990 and Seitz and Walton, 1993):

The effective diffusivity describes the rate of diffusion of a species in a tortuous, porous medium relative to the pore area through which diffusion occurs. Thus, effective diffusivity accounts for tortuosity, but not
for porosity or chemical effects. This form of diffusivity is the diffusion coefficient required in the PORFLOW model (Phifer, Millings and Flach, 2006).

\[ D^{\text{eff}} = \frac{1}{\tau} D^{\text{mol}} \]

where: \( D^{\text{eff}} \) is the effective diffusion coefficient and \( \tau \) is the matrix tortuosity \([\text{m}_\text{pore}/\text{m}]\). One variant of the effective diffusivity expression shown in Eq. (3) includes the constrictivity of the pore network (Grathwohl 1998; Saripalli et al. 2002):

\[ D^{\text{eff}} = \frac{\delta}{\tau'} D^{\text{mol}} \]  

However, neither tortuosity \( (\tau') \) nor constrictivity \( (\delta) \) are measurable parameters and it is likely that these may be lumped into a single tortuosity term \( (\tau) \) such that the discrepancy between Eq. (3) and Eq. (4) is likely to be minor.

**Intrinsic diffusivity** represents the rate of diffusional transport that is hindered by the effective surface area (e.g., porosity) and the tortuous pathway of the fluid phase (e.g., tortuosity). Intrinsic diffusivity does not account for chemical effects on mass transport. The majority of the literature shows the intrinsic diffusion coefficient as (Bear 1979):

\[ D^{\text{int}} = \frac{\phi_d}{\tau} D^{\text{mol}} \]

where: \( D^{\text{int}} \) is the intrinsic diffusivity \([\text{m}^2/\text{s}]\), \( \phi_d \) is the “diffusion-through” or connected porosity of the media \([\text{m}^3_{\text{pore}}/\text{m}^3]\) and \( \tau \) is the geometric tortuosity factor \([\text{m}/\text{m}_\text{pore}]\). The porosity term represents the reduced effective surface area for diffusion while the tortuosity term accounts for the elongated and twisted pathway that a diffusing species must navigate in a porous matrix.

The **apparent diffusivity** describes all physical and chemical effects that hinder the diffusion of constituents in a porous material. Classically, the associated form of the diffusion coefficient is derived from the closed form solution of the semi-infinite diffusion into to an infinite bath (Crank, 1975) under the assumption that all chemical interactions may be described by a linear portioning coefficient.

\[ D^{\text{app}} = \frac{1}{\tau} \left( \frac{1}{1 + \frac{\rho_s}{\phi} K_d} \right) D^{\text{mol}} \]

where: \( D^{\text{app}} \) is the apparent diffusion coefficient \([\text{m}^2/\text{s}]\), \( \rho_s \) is the density of the solid phase \([\text{kg}/\text{m}^3\_\text{solid}]\), \( \phi \) is the total porosity \([\text{m}^3_{\text{pore}}/\text{m}^3]\), and \( K_d \) is the linear portioning coefficient \([\text{L}/\text{kg}_\text{solid}]\). The apparent diffusivity is the rate of diffusion observed from experimental mass transfer tests.

### 2.1.2.2 Porosity

Since chemical interactions typically are dependent on the solid-liquid surface area, the total porosity is used to describe chemical interactions. However, the porosity used to describe the decrease in cross-sectional area available for diffusion is only a fraction of the total matrix porosity. This “diffusion-through” porosity does not include ink-bottle or dead end pores which do not participate in the mass transport processes. The volume of these non-percolating pores typically is not appreciable in soil systems, but can be as much as significant of the pore structure in cementitious systems. Schaefer et al., suggested a method for determining the fraction of dead end pores in porous media using cyclic mercury intrusion porosimetry (Schaefer, Arands & Kosson 1999).

In cementitious materials, pore size distribution is a continuous spectrum of pore diameters. Gel pores, representing the smallest pore diameters \((5x10^{-4} < d < 0.01 \mu\text{m})\), are formed as calcium silica hydrate gels fill in the spaces between crystalline phases. Capillary pores \((0.01 < d < 10 \mu\text{m})\) are the void space remaining when the amount of hydration product is insufficient to fill in the original water volume fraction; thus, greater water-binder ratios will result in increased capillary porosity. Gel pores and capillary
pore make up the majority of the pore volume available for mass transport. The combined porosity of gel and capillary pores are considered to represent the “diffusion-through” porosity used to modify the intrinsic diffusion coefficient in mass transport equations.

Larger pore fractions, such as entrained air (25 < d < 50 μm) and air voids (100 < d < 2,000 μm) occur due to poor consolidation or gaps between course aggregates. In some cases, entrainment of air is purposefully intended to reduce the effects of volume increase stresses due to precipitation reactions or freezing of water.

2.1.2.3 Tortuosity

In a porous matrix, the actual distance that a species travels through the pore structure is longer than the linear distance in the material, because the travel path through the pores is indirect. In this text, tortuosity is defined as the ratio of the effective travel path to the straight line distance traveled by a diffusing species and, thus, value of tortuosity are always ≥1. When defined as such, the molecular diffusivity is divided by the tortuosity term to yield a reduced effective, intrinsic or apparent diffusivity. Some researchers (Glasser, Marchand & Samson 2008; Marchand & Samson 2009 in press; True, Ollivier & Nilsson 2000; Šimurek & Suarez 1994) prefer to define a tortuosity factor in terms of the inverse ratio such that the value is ≤1 and the parameter acts as a multiplier of the molecular diffusion. The former definition will be used for all discussions here.

In saturated materials, with high porosity (e.g., > 20%), tortuosity usually is in the range of 1.5 < τ < 10 while for materials with low porosity (e.g., < 10%), tortuosity can be significantly higher, 200 < τ < 500 in cement mortars (van der Sloot et al. 2001).

The relationship between porosity and tortuosity is material dependent and changes in physical integrity and pore structure result in changes in tortuosity. Upon aging of mortars, an increase in tortuosity has been observed indicating a continued chemical reaction within the concrete matrix (van der Sloot et al. 2001; van der Sloot 2000). Salt dissolution, precipitation reactions and cracking all affect tortuosity. Partial saturation of the pore space also has a significant effect on the effective tortuosity, with tortuosity increasing in response to decreasing water saturation (Schaefer et al. 1995).

One potential problem with the common definition of matrix tortuosity, is that it is not directly measurable and, therefore, typically estimated empirically by fitting a diffusion equation to observed mass transport measurements of either a nominally inert species (e.g., sodium or potassium) or of chloride under the influence of an applied electrical potential (Samson, Marchand & Snyder 2003).

Saripalli et al. suggested an alternative description of tortuosity in porous media could be directly measured as the ratio between interfacial surface areas (Saripalli et al. 2002). For sample, the tortuosity of a saturated porous matrix would be ratio between solid–liquid surface area (i.e., the “specific surface area”) and the surface area of an idealized capillary bundle:

\[
\tau_{\text{sat}}^\text{a} = \frac{S}{S_o}
\]

where: \(\tau_{\text{sat}}^\text{a}\) is the area-based tortuosity of a saturated medium [-], \(S\) is the specific surface area [m²/cm³], and \(S_o\) is the surface area of an idealized porous medium (e.g., a capillary bundle) [m²/cm³].

In unsaturated media, Saripalli et al. proposed that the

\[
\tau_{\text{unsat}}^\text{a} = \frac{a_{aw}}{a_{aw,\rho}}
\]

where: \(\tau_{\text{unsat}}^\text{a}\) is the area-based tortuosity of an unsaturated porous media [-], \(a_{aw}\) is the specific immiscible fluid
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(air–water) interfacial area determined using interfacial tracers (Saripalli et al. 1997) [m²/cm³], and \( a_{\text{pc}} \) is the same quantity for the unsaturated idealized capillary bundle calculated by the geometry of an annulus [m²/cm³]. Thus, tortuosity may be determined from measurable or calculable parameters rather than empirical estimation.

2.1.3 Sink/Source Terms
For non-reactive substances that are only present in the dissolved phase, the total concentrations are equal to the dissolved concentrations and the reaction term is zero. For reactive species, however, the concentration in solution of reactive substances is a function of many parallel phenomena, which cannot be readily expressed in a single formula. In many models, the observed diffusivity of all ions is assumed to be constant and independent of the specific ionic species. However, for some problems the difference in diffusivity between ionic species needs to be considered (Li & Gregory 1974). Furthermore, for many species the observed diffusivity is highly dependent on pore water pH and multiple partitioning processes between the pore-water and solid phases.

2.2 Chemical Retention Mechanisms
Although transport can be considered primarily physical in nature, chemical processes are of equal importance in determining migration rates, as chemical processes determine the distribution of reactive substances over different chemical forms (e.g., dissolved, precipitated and gaseous forms). As this distribution can vary considerably in time and space, a good understanding of the chemical retention mechanisms involved in the local distribution of species between solid, liquid and gas phases is necessary to fully describe the leaching process.

In the case of chemical reactions between ions, the driving force for these reactions is not the individual concentrations of ions, but their thermodynamic activities (i.e., chemical potential). For solutions with a significant amount of dissolved solutes, or with a high ionic strength, which is generally the case for pore solutions in cementitious materials, the ion activity can be quite different from the ion concentration. Ion activity correction models that provide activity coefficients allow calculation of activities from concentrations as necessary to calculate chemical equilibrium conditions. For environmental conditions (surface water, soil solutions) the Davies equation is the most widely used model. The extended Davies equation (Appelo & Postma 2005) also allows a more simple approach to correct for ionic strength. At high salt concentrations (> 0.5 M), the Davies equation becomes inaccurate. For those conditions, the Pitzer equations (Pitzer 1973) have been developed, which are based on empirical ion–ion interaction terms. However, detailed information on correction parameters is only available for a limited set of substances and elements, and therefore it is in practice not possible to take these corrections into account in most current multi-element speciation models. A simplified Pitzer model for limited species interaction was described by Samson et al. (Samson et al. 1999).

2.2.1 Precipitation
Dissolution of minerals and other precipitated solid phases with fixed stoichiometry occurs in response to under-saturation in the aqueous phase. Precipitation, the reverse reaction, occurs in response to over-saturation in the aqueous phase. In these cases, the maximum dissolved concentration achieved for a dissolved species is controlled by the solubility of the least soluble precipitate or mineral and results in a saturated solution with respect to that species at local equilibrium. As a result, when saturation with respect to a specific species occurs, the total amount of the substance in the solid phase is not proportional to the dissolved concentration. Thus, increasing the amount of the species in the system will not lead to an increase in dissolved concentration, but only to an increase in the amount of the precipitated solid
phase. Conversely, removing some of the species from the system will not result in a lower dissolved concentration until all of the precipitate is completely dissolved. The primary phases of cementitious materials (major matrix constituents, including calcium, silica, alumina, sulfur, iron) will behave according to dissolution-precipitation phenomena. Modeling of dissolution-precipitation processes as linear partitioning processes is not appropriate because of the absence of proportional behavior of the system.

Numerical modeling of dissolution-precipitation reactions is relatively simple in the form of chemical reactions at equilibrium, if thermodynamic data are available. However, for some cases these reactions are kinetically controlled and then reaction rate data is necessary for more accurate modeling.

### 2.2.1.1 Solid Solutions

Solid solutions are a special form of precipitate in which the composition and element stoichiometry of the precipitate varies with the composition of the solution with which it is in contact. Solid solutions are considered a mixture of different minerals or precipitates. For most radionuclides in cementitious materials, the total mass of the species present is so small that precipitation is unlikely; however, solid solution or inclusion during precipitation of other solid phases may be relevant. The thermodynamic activity of each component in the solid solution is not the same as that for a pure mineral phase, but is a function of the relative fraction of that component in the overall solid solution. For ideal solid solutions, the constituent activity within the solid solution is equal to its mole fraction in the solid solution phase.

In cement-based systems, incorporation of elements into ettringite has been shown to have significant influence on pore solution behavior (Klemm 1998; Gougar, Scheetz & Roy 1996). This is particularly relevant for oxyanions such as CrO$_4^{2-}$, AsO$_3^{3-}$, MoO$_4^{2-}$, VO$_4^{3-}$, PO$_4^{3-}$, SeO$_3^{2-}$, BO$_3^{3-}$, IO$_3^{-}$, and TcO$_4^{-}$, many of which can substitute for sulfate (Klemm 1998; Kumarathansan et al. 1990; Poellmann et al. 1993; Myneni et al. 1997; Perkins & Palmer 2000; Kindness et al. 1994; Zhang & Reardon 2003). Solid solutions are also relevant for Fe, Ba and Sr which can substitute for Al or Ca. In addition, anionic complexes of U are readily incorporated into carbonate solids (Koroleva & Mangini 2005).

Solid solutions can decrease the aqueous solubility of the minor fractions in the solid solution. Although the aqueous solubility of the major constituents in a solid solution will not change significantly, trace elements that form a small fraction of the solid solution may have a much lower solubility than if they precipitated as a separate mineral phase. The extent to which solid solutions reduce the solubility, and therefore the release, of anionic and cationic radionuclides is not clear.

Solid solution modeling parameters for ettringite substitution are provided in another chapter that focuses on thermodynamic databases. These modeling parameters allow description of leaching of these elements and estimation of the order of magnitude of the potential impact of solid solutions on radionuclide leaching. A variety of cement mortars and cement-stabilized wastes with varying concentrations of oxyanions modeled with these parameters have indicated generally good agreement between measurement and predicted concentrations (van der Sloot et al. 2007b). Further experimental investigation of incorporation into and release from solid solutions is warranted to meet CBP objectives.

### 2.2.2 Adsorption and Surface Precipitation

Adsorption processes are an important form of solid phase association that influence distribution of solutes between dissolved and solid phases, especially for ion concentrations less than the solubility concentration
where precipitation would occur. Adsorption to inorganic surfaces, such as metal (hydr)oxide surfaces, appears to be a multi-component process, with competition for available adsorption sites by ionic species with different charges and chemical binding properties. As a result, adsorption behavior of ions is mutually interdependent with coupled physical and chemical behavior of the system, such that it is difficult to study the transport behavior of trace species without considering the behavior of the major constituents (macro elements) of the system (Goldberg et al. 2007).

2.2.2.1 Adsorption to Metal (Hydr) Oxides

Reactive metal (hydr)oxide minerals exhibit pH-dependent surface charges which result in multi-component adsorption. The surface of reactive oxide minerals is covered with hydroxyl groups that dissociate in water as a function of pH. At higher pH levels, more protons leave the surface, making the surface negatively charged and, thus, more attractive to cations. As pH levels decrease, iron surfaces pass through a point of zero charge (PZC), such that at low pH surfaces become positive, allowing anions to sorb more strongly.

Examples of reactive metal (hydr)oxides relevant to chemical retention and leaching include iron oxides, aluminum oxides, and manganese oxides in both crystalline and amorphous forms. Although these different mineral phases, in many ways, behave similarly, their relative importance in retention of species depends upon matrix properties, the relative solubility of each mineral, and specific sorption reaction constants. For example, Al-oxides are more soluble than iron oxides and dissolve in acidic solutions (i.e., pH < 4). The effect of manganese oxides is generally considered to be less than Fe- and Al-oxides, but is known to be of relevance for some specific systems with elevated Mn levels.

Amorphous forms of ferric, aluminum and manganese oxides are porous, poorly crystalline solids with high specific surface areas. These solid phases have been shown to retain metal species through a combination of surface adsorption and diffusion through microporous particles (Fan et al. 2005). Table 1 presents a comparison of properties of amorphous Fe (HFO), Al (HAO), and Mn (HMO) oxides.

Extensive research in the field of surface chemistry and colloidal interfaces has been completed on characterization and retention mechanisms for metal (hydr)oxides relative to heavy metals and radionuclides (Crawford, Harding & Mainwaring 1996; Charlet & Manceau 1992; Manceau et al. 1992; Axe & Anderson 1995; Axe & Trivedi 2002; Axe et al. 2000; Fan et al. 2005; Thomas et al. 2004; Trivedi & Axe 1999; Trivedi & Axe 2001; Trivedi, Axe & Tyson 2001; Karthikeyan & Elliott 1999; Karthikeyan, Elliott & Chorover 1999; Peak 2006; Tiffreau, Lützenkirchen & Behra 1995).

2.2.2.2 Surface Precipitation

When the sorbate concentration exceeds 1/10 of the solubility concentration and more than half of the total amount of surface sites, accounting for surface precipitation is recommended (Dzombak & Morel 1990). Although the combination of these conditions is not common for in most materials, surface precipitation has been shown to provide an adequate description of local equilibrium and release behavior for specific cases when these conditions are present (Meima & Comans 1998; Dijkstra, van der Sloot & Comans 2002). For most radionuclides, however, it is unlikely that the conditions specified for surface precipitation will be fulfilled as radionuclides concentrations are generally too low. One notable exception is uranium which can be present in high enough concentrations such that it forms discrete surface precipitated phases. Other actinides, having extremely low solubility values, may also form surface precipitates.
In addition to electrostatic interactions, the empty surface “sites” can react chemically with dissolved ions. Therefore, the overall adsorption of ions on oxide surfaces is a combination of chemical and electrostatic interactions. As a result, adsorption of ions on oxide surfaces is not only pH dependent, but also dependent on the presence of competing ions. Describing the adsorption behavior of oxide surfaces requires accounting for these chemical and electrostatic interactions in thermodynamic simulations, referred to as adsorption or surface complexation models.

The Generalized Two-Layer Model (GTLM) presented by Dzombak and Morel (1990) is probably the most widely used multi-component adsorption model for oxide surfaces. The model was initially developed for hydrous ferric oxides (HFO), but is general in nature such that it can be applied to other oxide surfaces. The GTLM, described in detail by Appelo and Postma (Appelo & Postma 2005), is based on the diffuse layer surface complexation model (Stumm & Morgan 1996) with modifications to allow for multiple adsorption site types and surface precipitation. For this model, an extensive set of binding reactions and constants is available for both cation and anion adsorption onto HFO; however, data on specific adsorption parameters for aluminum and manganese oxides are currently lacking. Sorption onto Al-oxide is often modeled with the available sorption reactions for a HFO surface, using different values for the PZC and site densities (Meima & Comans 1998). A key element in the GTLM is the competition for available sorption sites, which is influenced significantly by the concentration the various competing elements. Using the GTLM, adsorption of radionuclides, such as Np(V), U(VI), Se (IV/VI), Co and several others, onto HFO has been shown important (Brendler et al. 2004; Saunders & Toran 1995; Musić & Ristić 1988).

### Table 1. Selected Characteristics of Amorphous Metal Hydr(oxides) from Fan et al. 2005

<table>
<thead>
<tr>
<th></th>
<th>HFO</th>
<th>HAO</th>
<th>HMO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific Surface Area [m²/g]</td>
<td>600ᵃ</td>
<td>411ᵇ</td>
<td>359ᵃ</td>
</tr>
<tr>
<td>Porosity [m³-pore/m³]</td>
<td>0.5</td>
<td>0.45</td>
<td>0.35</td>
</tr>
<tr>
<td>Mode Pore Diameter [nm]</td>
<td>3.8</td>
<td>1.9</td>
<td>2.1, 6.1</td>
</tr>
<tr>
<td>Mean Particle Diameter [µm]</td>
<td>13.0</td>
<td>7.5</td>
<td>19.6</td>
</tr>
</tbody>
</table>

ᵃ Dzombak and Morel (1990)
ᵇ Trivedi and Axe (1999)

#### 2.2.3 Modeling Oxide Adsorption

In addition to electrostatic interactions, the empty surface “sites” can react chemically with dissolved ions. Therefore, the overall adsorption of ions on oxide surfaces is a combination of chemical and electrostatic interactions. As a result, adsorption of ions on oxide surfaces is not only pH dependent, but also dependent on the presence of competing ions. Describing the adsorption behavior of oxide surfaces requires accounting for these chemical and electrostatic interactions in thermodynamic simulations, referred to as adsorption or surface complexation models.

The Generalized Two-Layer Model (GTLM) presented by Dzombak and Morel (1990) is probably the most widely used multi-component adsorption model for oxide surfaces. The model was initially developed for hydrous ferric oxides (HFO), but is general in nature such that it can be applied to other oxide surfaces. The GTLM, described in detail by Appelo and Postma (Appelo & Postma 2005), is based on the diffuse layer surface complexation model (Stumm & Morgan 1996) with modifications to allow for multiple adsorption site types and surface precipitation. For this model, an extensive set of binding reactions and constants is available for both cation and anion adsorption onto HFO; however, data on specific adsorption parameters for aluminum and manganese oxides are currently lacking. Sorption onto Al-oxide is often modeled with the available sorption reactions for a HFO surface, using different values for the PZC and site densities (Meima & Comans 1998). A key element in the GTLM is the competition for available sorption sites, which is influenced significantly by the concentration the various competing elements. Using the GTLM, adsorption of radionuclides, such as Np(V), U(VI), Se (IV/VI), Co and several others, onto HFO has been shown important (Brendler et al. 2004; Saunders & Toran 1995; Musić & Ristić 1988).

#### 2.2.3 Ion Exchange

Surfaces with constant charges are important in environmental systems and are referred to as ion exchange surfaces (Appelo & Postma 2005). Most important representatives are different forms of clays that have a fixed, negative charge as a result of their chemical structure. In solution, the negative surface charge is compensated for by surrounding aqueous cations forming a diffuse double layer. These counter ions are bound by electrostatic forces and not by specific chemical reactions. Competition between different cations takes place, but is less specific and related to their charge and size. Of all the solid surface interaction processes, ion exchange through the diffuse double layer generally provides the smallest contribution. Due to the non-specific nature of ion exchange, this process is more important for the ions that make up the bulk of the solutes, and is less important for the trace ions. Consequently, it is also of limited...
relevance for radionuclides. However, in materials that contain large amounts of clay or zeolites, ion exchange may become a dominant adsorption process when ionic size becomes selective in accessing exchange sites.

2.2.4 Organic Matter Interactions

Another important adsorption surface is formed by organic matter (e.g., solid phase humic and fulvic substances). The surfaces of organic matter also exhibit pH dependent charging behavior but their charge is net negative over the complete pH range. Thus, only cations adsorb significantly to organic particles. Heavy metal cations (e.g., copper) adsorb especially strongly to organic matter, such that solution concentrations of dissolved metals can be decreased by orders of magnitude even at organic matter concentrations as low as 1% by mass (van der Sloot & Dijkstra 2004).

The state-of-the-art model for describing these interactions is the Non-Ideal Competitive Adsorption (NICA)-Donnan model (Kinniburgh et al. 1999) using model parameters described by Milne et al. (Milne, Kinniburgh & Tipping 2001; Milne et al. 2003). The NICA-Donnan model, which describes metal ion binding to natural organic matter, is an example of a relatively simple model that is not straightforward to implement in standard algorithms. The principle equation for the amount of a species bound to organic matter is given by:

\[
Q_{i,t} = Q_{\text{max},i} \times \left[ \frac{n_i}{n_H} \right] \times \left[ \frac{\left( \frac{\bar{K}_i C_i}{n_i} \right)^{n_i}}{\sum_i \left( \frac{\bar{K}_i C_i}{n_i} \right)^{n_i}} \right] \times \left[ \frac{\left\{ \sum_i \left( \frac{\bar{K}_i C_i}{n_i} \right)^{n_i} \right\}^p}{1 + \left\{ \sum_i \left( \frac{\bar{K}_i C_i}{n_i} \right)^{n_i} \right\}^p} \right]
\]

where: \( Q_i \) is the amount of species \( i \) bound [mol/kg], \( Q_{\text{max},i} \) is the maximum amount of the species that can be bound [mol/kg], \( C_i \) is the concentration of species \( i \) in solution [mg/L], \( n_i \) is an exponent that reflects overall non-ideality of the adsorption reaction, \( n_H \) is a parameter representing the non-ideality for the proton adsorption reaction, \( \bar{K}_i \) is the median value of the affinity distribution for species \( i \) [L/kg], and \( p \) is an exponent representing the width of the affinity distribution [-]. As with the Freundlich model of adsorption, the adsorbed concentrations can be calculated, in principle, directly from the aqueous phase ion concentrations.

Organic matter can be part of the immobile, solid matrix or dispersed as dissolved organic carbon (DOC). Often, the total solid-phase particulate organic matter (POM) is fractionated into a hydrophilic fraction (HY) and more reactive fulvic acid (FA) and humic acid (HA) fractions (van Zomeren & Comans 2007). Each of these functional groups plays some role in the binding process. Ions that are bound by particular organic matter fractions are considered to become immobile and not available for transport by diffusion or convection. Dissolved organic matter is described as small aqueous phase colloidal particles that can significantly bind metal ions. The interaction of soluble cations with DOC increases the concentrations of cations in the aqueous phase and may greatly enhance the transport of cations by convection. However, since these organic matter molecules are much larger than simple ions, diffusion rates of DOC-associated ions are slow relative diffusion rates of free dissolved ions. As with particulate organic matter, fractionation of DOC into HY, FA and HA can be used to describe the mobilization of trace constituents as DOC complexes (van Zomeren & Comans 2007).

In systems considered to be predominantly inorganic, the role of organic matter interaction has been found to be of great importance due to the order of magnitude change in mobility that can occur. In particular,
the fraction of organic matter mobilization as DOC has been shown to play a significant role in relevance to radionuclide mobility and transport (Reiller 2005; Reiller, Evans & Szabó 2008; Reiller et al. 2002; Saunders & Toran 1995).

2.2.5 Inorganic Complexation

Inorganic complexes can be important for the behavior of contaminants. For example, high concentrations of chloride can make cadmium more soluble, and hence mobile, under conditions where it would otherwise be precipitated. Interactions of this type are rather specific and many well known reactions are implemented in thermodynamic databases. When species known to be susceptible to complexation are observed in higher than expected concentrations, mobilization by inorganic complexation is likely to be the cause.

2.2.6 Redox Processes

Reduction oxidation processes are a specific form of chemical reactions in which electron transfer is involved. For many redox processes reaction rates are slow, so reaction kinetics are important. Redox processes are important for reduced materials that are exposed to air, as these will be (slowly) oxidized by oxygen, gradually changing from reduced to oxidized form which may have a large impact on chemical and transport behavior. In thermodynamic databases stability constants for many reduced species are available. The gas-solid interaction (here oxygen-reduced solid) is extremely slow in dry conditions, whereas under moist conditions a much faster oxidation can occur. In modeling such redox changes these aspects should be considered.

2.3 Mass Transport Equations

Within pores, transport can be described as a diffusion process with the flux of species $i$ following Fick’s first law of diffusion:

$$J_i = -D_i^{mol} \nabla c_i$$  \hspace{1cm} (10)

where: $J_i$ is the flux of species $i$ [mg/m$^2$s], $D_i^{mol}$ is the molecular diffusion coefficient of species $i$ [m$^2$/s] and $c_i$ is the concentration of species $i$ in the liquid phase [mg/L]. This expression is combined with the conservation of mass equation law for species $i$:

$$\frac{\partial c_i}{\partial t} + \nabla J_i + r_i = 0$$  \hspace{1cm} (11)

where: $\partial C_i/\partial t$ is the accumulation rate of species $i$ with time and $r_i$ is the source/sink reaction term. When the reaction term is neglected and the porous material in taken into account, the result is one form of Fick’s second law of diffusion describing diffusional transport of a molecular species in the liquid phase:

$$\frac{\partial C_i}{\partial t} = \nabla \left( D_i^{eff} \nabla C_i \right)$$  \hspace{1cm} (12)

where: $C_i$ is the concentration of the species in the porous material and $D_i^{eff}$ is the effective diffusion coefficient [m$^2$/s]. At the microscale (e.g., within a pore), chemical reactions are expressed as boundary conditions and are not included in the transport equation (Samson & Marchand 1999). Thus, Eq. (12) assumes that only concentration gradients drive the transport of the species.

The microscale transport equation is often extended to the macroscale (e.g., the material scale), by manipulation of the diffusion coefficient term to account for physical and chemical effects of a reactive, porous matrix according the diffusivity definitions described in Section 2.1. In many cases, linear solid-liquid partitioning is assumed and a simplified transport equation is applied to the complex diffusion-reaction process:

$$\frac{\partial C_i}{\partial t} = \nabla (D_i^{app} \nabla C_i)$$  \hspace{1cm} (13)
where:

\[
D_{\text{app}}^D = \frac{1}{\left( 1 + \frac{\rho_i \cdot K_d}{\phi} \right)} D_{\text{mol}}^D
\]  

(6)

The combination of Eq. (13) and Eq. (6) represent a simplified modeling approach for mass transport based on Fick’s law. The assumptions of this simplified approach (Marchand & Samson 2009 in press) include:

- Negligible effect of the electrical coupling between the ions
- Minimal influence of chemical activity gradients
- A linear relationship describes all binding interactions
- Insignificant temperature gradients
- Fully saturated porous material without liquid movement

Marchand and Samson (2009 in press) note that these assumptions are rarely valid for mass transport of ionic species through cementitious materials in natural environments, in part, due to the electrical field created by diffusion of ionic species moving at different rates. Several researchers suggest that such effects be taken into account using the Nernst–Planck equation for the flux of ionic species in ideal electrolytic solutions (Marchand & Samson 2009 in press; Samson & Marchand 1999; Samson, Marchand & Beaudoin 1999; Samson, Marchand & Beaudoin 2000; Černý & Rovnaníková 2002).

\[
J_i = J_i^{\text{diff}} + J_i^{\text{elec}} = -D_i^{\text{mol}} \nabla C_i - \frac{z_i F}{RT} D_i^{\text{mol}} c_i \nabla \psi
\]  

(14)

where: \( J_i^{\text{diff}} \) is the diffusional flux represented by Fick’s first law of diffusion [mol/m² s], \( J_i^{\text{elec}} \) is the electrical flux resulting from the interaction and relative movement of ionic species in the pore solution [mol/m² s], \( C_i \) is the molar concentration of species \( i \) in solution [mol/L], \( Z_i \) is the valance of species \( i \) [-], \( F \) is the Faraday constant (96,485 C/mol), \( R \) is the ideal gas constant (9.841 J/mol K), \( T \) is the temperature [K], \( \psi \) is the electrodiffusion potential [V]. The Nernst–Planck equation holds true for all mobile species in dilute electrolytes (Marchand & Samson 2009 in press).

The electrodiffusion potential can be expressed using the electroneutrality condition (Nguyen et al. 2008), a null current condition, or Poisson’s equation (Samson & Marchand 1999):

\[
\nabla^2 \psi + \frac{F}{\varepsilon} \left( \sum_{i=1}^{N} z_i c_i + \omega \right) = 0
\]  

(15)

where: \( \varepsilon \) is the dielectric constant of the media [C/V m], \( \omega \) is a fixed charge density in the domain [mol/m³], and \( N \) is the total number of ionic species in solution.

Extension of the Nernst–Planck-Poisson model has been proposed to account for changes in activity coefficients (Samson & Marchand 1999), temperature gradients (Samson & Marchand 2007) and chemical reaction (Černý & Rovnaníková 2002). Marchand and Samson (2009 in press) express a general form of the mass conservation of ionic species in unsaturated porous media as shown in Equation 16 below.

\[
\frac{\partial (\theta c_i)}{\partial t} = \nabla \left[ \theta D_i^{\text{eff}} \nabla c_i \right]
\]

\[
+ \frac{z_i F}{RT} \theta D_i^{\text{eff}} c_i \nabla \psi
\]

\[
+ \theta D_i^{\text{eff}} c_i \nabla (\ln \gamma_i)
\]

\[
+ \frac{\theta D_i^{\text{eff}} c_i \ln (\gamma_i c_i)}{T} \nabla T
\]

\[
+ D_w c_i \nabla \theta
\]  

(16)

where: \( \theta \) is the water content in the matrix [m³ water/m³ material], \( \gamma_i \) is the activity coefficient of species \( i \) [-], \( T \) is the temperature [K], \( D_w \) is the water diffusivity [m²/s], and \( \dot{m}_i \) is the source rate term of species \( i \) [mol/m³ s].
3.0 LEACHING ASSESSMENT

3.1 Regulatory Approaches

Historically, leaching assessment has been carried out to satisfy the needs of (1) environmental regulatory compliance, for example under the Resource Conservation and Recovery Act (RCRA), and (2) the PA process under the self-regulating authority of USDOE for radionuclides. However, fulfilling each of these assessment needs has required different testing, interpretation, and documentation approaches.

- Under RCRA, wasteforms considered “hazardous” are classified for treatment and disposal following leaching limits established by the USEPA as applicable to a wide range of waste types. Leaching limits pertaining to a select list of 8 metals and some 30 organic species for materials are based on the assumed worst case “plausible mismanagement scenario” of co-disposal with municipal solid waste. The legislation resulted in promulgation of leaching tests, e.g., the Toxicity Characteristic Leaching Procedure (TCLP), and associated pass/fail thresholds based on an assumed dilution/attenuation factor of 100 between the source term and the point of compliance. Initially, leaching tests and release thresholds were intended only as hazardous waste classification approaches. Subsequently, technology-based treatment standards were developed for specific constituents in wastes and waste types based on evaluation of best demonstrated available treatment (BDAT) using TCLP as the reference test. Thus, RCRA compliance has evolved towards technology-based standards in relation to a presumed worst case testing scenario. However, the TCLP approach has been fraught with criticism because of specific test method conditions, inappropriateness of the presumed mismanagement scenario for many waste management decisions, and the inability of TCLP to provide an estimate of leaching under a range of actual waste management scenarios (USEPA 1991; USEPA 1999).

- The release of radionuclides from USDOE wastes is self-regulated through USDOE while the USNRC has the authority for safety regulation of civilian uses of nuclear materials in the United States. Performance assessments document the process of determining release rates and dose to receptors through estimation of anticipated constituent release in relationship to the scenario under which the wasteform or barrier is expected to function. In many cases, performance assessment estimates have taken “conservative” assumptions (i.e., biasing the release estimate towards poorer than expected performance in the absence of more detailed information) to ensure that the design basis of the overall engineered system was protective of human health and the environment. Thus, testing has focused on estimation of release under a range of controlling conditions, with subsequent assessment assumptions to extrapolate results to the anticipated scenario. However, the resulting conservative assumptions also have the potential to be dramatically over-conservative (e.g., overestimating release by orders of magnitude) resulting in overly restrictive treatment requirements and waste acceptance criteria.

3.2 Leaching Tests

Garrabrants and Kosson (Garrabrants & Kosson 2005) discussed different leaching test methodologies and reviewed test methods for leaching assessment of cement-stabilized wastes. In general, leaching test approaches are designed to either simulate release under a specific set of experimental conditions (i.e., attempt to mimic field conditions) or challenge the waste material to a broad range of experimental conditions with the intent to derived characteristic leaching data. Additionally, leaching test methods may be categorized as “equilibrium-based” and “kinetic-based” by whether the intent of the method is to establish equilibrium between a solid and a liquid or measure kinetic parameters such as diffusion coefficients.
3.2.1 Common Equilibrium-based Tests

3.2.1.1 EPA Method 1311: The Toxicity Characteristic Leaching Procedure (TCLP)

In context to the above leaching test categories, the current regulatory test for waste classification, the TCLP is an equilibrium-based simulation test designed to mimic the result of co-disposal of the tested waste with municipal solid waste. The procedure is a single batch extraction of particle-size reduced material (<9.5 mm) with dilute acetic acid in either deionized water or a NaOH buffer depending on the acid neutralization capacity of the material. The liquid-solid (LS) ratio is 20 L/kg of material and the contact time is 18 hours. The extract is considered to be representative of leachate in the simulated release scenario. The USEPA Science Advisory Board (USEPA 1991; USEPA 1999) has recognized several limitations of TCLP including (1) overuse to purposes and materials for which the method was not designed, (2) the fact that end-point pH is not recorded, (3) the method does not account kinetic-effects, and (4) chemical and physical reactions common in many release scenarios are not considered.

3.2.2 Common Kinetic-based Tests

3.2.2.1 ANS 16.1: Measurement of the Leachability of Solidified Low-Level Radioactive Wastes by a Short-term Test Procedure

The tank leaching test, ANS 16.1 (ANS 16.1 2003) is the most commonly used US leaching test for solidified low-level (radioactive) waste (LLW) and is one of several tests required by the USNRC to characterize LLW as stipulated in the Waste Form Technical Position. This test method, an adaptation of an earlier test proposed by the International Atomic Energy Agency (Hespe 1971), is a semi-dynamic tank leach test whereby a monolithic material is contacted with demineralized water with the leachant changed periodically for fresh water following a specified schedule. The test stipulates 7 leaching intervals over a 5 day period but the schedule can be extended to a total of 90 days with intervals at 2, 7, 24, 48, 72, 96, 120, 456, 1,128, and 2,160 hours. Leaching data is interpreted using tables or graphs and effective diffusion coefficient is calculated assuming diffusion-controlled release. However, the experimental parameters of ANS 16.1 have fallen under criticism in that release rates were found to be suppressed, especially during the longer intervals due to elevated concentrations of elements in the leachate (Fuhrmann et al. 1989). Failure to maintain an assumed infinite bath at the monolith boundary may lead to back reactions causing precipitation of secondary products and yield erroneous effective diffusion coefficients. Several variations on this leaching tests address these concerns by adjusting the schedule of exchanges, e.g., USEPA Draft Method 1315, or use of ion-exchange resin to remove ions from solution, e.g., the Simulated Infinite Dilution Leach Test (Schwantes & Batchelor 2006).

3.2.2.2 ASTM C1308: Accelerated Leach Test

ASTM C-1308 (2002) was developed to obtain the net forward rate of release, a material property, as opposed to an environmentally specific release rate. This test is designed to determine if leaching is diffusion-controlled by using a computer code that was developed for the test method (Fuhrmann et al. 1990). It allows computation of a diffusion coefficient from the data and a check of the data against a shrinking core diffusion model. It also can be used to project releases for different size waste forms and for long times based on the observed diffusion coefficient. Elevated temperatures can be used to accelerate leaching, and if modeling shows no alteration in the process relative to room temperature tests, these data can be used to define leaching out to long times. This test is a semi-dynamic procedure that stipulates a cylindrical sample. Large volumes of leachate and frequent leachate changes maintain low concentrations in solution.
Several leaching tests, such as ASTM C1220 (2002), ASTM C1285 (2002), MCC-5s, and MCC-4, were developed for evaluation of radionuclide release from glass or other wasteforms. These leaching tests have limited applicability to cementitious barriers in that glass wasteforms have inherently different leaching mechanisms and characteristics than cementitious materials. Only a few tests have been designed for specifically for wide-based use on cementitious materials.

3.2.3 USEPA Draft Methods

In response to criticisms and misapplication of TCLP for purposes other than hazardous/non-hazardous waste determination, the USEPA recently has been focused on development of alternative test methods to better understand the processes involved in release of contaminants from waste and provide more robust estimates of constituent release under specific disposal and beneficial use scenarios. These methods will not replace TCLP for subtitle D (industrial) versus Subtitle C (hazardous) waste determination under RCRA but rather allow greater flexibility in leaching test applications that do not statutorily specify TCLP (e.g., determinations of equivalent treatment, delisting petitions, treatment effectiveness comparisons, beneficial use determinations). The USEPA draft test methods include:

- equilibrium-based, pH dependence leaching test (Draft Method 1313),
- equilibrium-based, upflow percolation column test (Draft Method 1314), and
- kinetics-based, mass transfer rate test for monolith or compacted granular materials (Draft Method 1315).

Draft Method 1313 (USEPA 2009a) is designed to provide the liquid-solid partitioning (LSP) curve of constituents as a function of eluate pH and is similar to CEN/TS 14429 (CEN PrEN-14429 2005) used in Europe and ISO/TS 21268-4 (ISO TS 21268-4 2007) developed for soil and soil-like materials. The protocol consists of nine parallel extractions of a particle-size reduced solid material in dilute acid or base. Particle-size reduction facilitates the approach to solid-liquid equilibrium during the test duration. A mass of solid material, equivalent to a specified dry mass (value depends on sample heterogeneity and particle size), is added to nine extraction bottles. Deionized water is added to supplement the calculated acid or base addition such that the final liquid-solid (LS) ratio is 10 mL/g-dry. Addition of acid or base is based on a pre-test titration procedure to determine the required equivalents/gram yielding a series of eluates in the pH range between 2 and 13. The extraction vessels are sealed and tumbled in an end-over-end fashion for a specified contact time that depends on the particle size of the sample. Liquid and solid phases are separated via settling or centrifugation and an aliquot is removed for measurement of eluate pH and conductivity. The remainder of the eluate is filtered (0.45 μm filter) by pressure or vacuum and saved for chemical analysis. The eluate concentrations of constituents of interest are reported and plotted as a function of eluate pH. These concentrations may be compared to quality control and assessment limits for interpretation of method results.
3.2.3.2 Draft Method 1314: Leaching Test (Liquid- Solid Partitioning as a Function of Liquid-Solid-Ratio) of Constituents in Solid Materials using an Up-Flow Percolation Column

Draft Method 1313 (USEPA 2009b) is designed to provide the LSP of constituents in a granular solid material as a function of LS ratio under percolation conditions and is similar to CEN TS 14405 (CEN PrEN-14405 2005) and ISO 21268-3 (ISO TS 21268-3 2007). A 5-cm diameter x 30 cm column is packed with solid material. Eluant is introduced to the column in up-flow pumping mode to minimize air entrainment and flow channeling. For most materials, the default eluant is deionized water; however, a solution of 1.0 mM calcium chloride in deionized water is used when testing materials with either high clay content (i.e., to prevent deflocculation of clay layers) or high organic matter (i.e., to minimize mobilization of dissolved organic carbon). The eluant flow rate is be maintained between 0.5-1.0 LS/day to increase the likelihood of local equilibrium within the column. Liquid fractions are collected as a function of the cumulative LS ratio and saved for chemical analysis. The cumulative mass release is plotted as a function of cumulative LS ratio.

3.2.3.3 Draft Method 1315: Mass Transfer Rates of Constituents in Monolithic or Compacted Granular Materials using a Semi-Dynamic Tank Leaching Test

Draft Method 1315 (USEPA 2009c) provides mass transfer rates (release rates) of constituents contained low permeability material under diffusion-controlled release conditions, similar to ANS 16.1 (2003), NEN 7345 (NEN 7345 1995) and PrEN15863 (CEN PrEN-15863 2009). The procedure consists of continuous leaching of a monolithic or compacted granular material in an eluant-filled tank with periodic renewal of the leaching solution. The vessel and sample dimensions are chosen such that the sample is fully immersed in the leaching solution at a liquid-surface area ratio of 9 mL/cm². Monolithic samples may be cylinders or parallelepipeds while granular materials are compacted into cylindrical molds at optimum moisture content using modified Proctor compaction methods. At nine pre-determined intervals, the leaching solution exchanged with fresh reagent water and the previous leachate is collected. For each eluate, the pH and conductivity are measured and analytical samples are saved for chemical analysis. Eluate concentrations are plotted as a function of time, as a mean interval flux and as cumulative release as a function of time. Observed diffusivity and tortuosity may be estimated through analysis of the resulting leaching test data.

3.3 Integrated Assessment Approach

Although more than 50 leaching tests have been identified for various purposes and materials, a limited number of carefully selected tests can cover a wide range of possible exposure conditions (van der Sloot, Heasman & Quevauviller 1997). However, test methods alone are not sufficient to evaluate leaching as test results need to be linked to an assessment basis. This linkage requires a conceptual and computational framework to extrapolate laboratory test results to field scenarios.

An integrated assessment approach proposed by Kosson et al. (2002) uses the results obtained from leaching tests, in conjunction with other material and scenario characteristics, to provide the necessary information to describe a source term for assessment modeling. Simplified, semi-empirical and semi-analytical models, which though knowingly over-predict release (i.e., are conservative), can be used for initial screening purposes with the caveat that results be verified against field observations. Coupled chemical reaction-transport modeling is the preferred and most robust option available to provide insight in the long term behavior of materials under changing exposure conditions in the field (Dijkstra et al. 2008; Dijkstra, van der Sloot & Comans 2006; Dijkstra et al. 2005; van der Sloot & Dijkstra 2004; Kosson et al. 2002).
The sequence of steps from problem definition, through test method selection and leaching simulation, to lab-to-field validation (Kosson et al. 2002; CEN EN-12920 2003).

Under the integrated assessment approach, an important distinction is made between the equilibrium-based release mechanisms in the case of granular materials (percolation scenario) versus kinetic-based release mechanisms that dominate release from monolithic materials (flow-around scenario). A generic testing approach has been developed for granular and monolithic materials as shown in the flowchart in Figure 3.

In both cases, constituent analysis in leaching tests should address all major and minor species as well as pH, electrical conductivity, redox potential, and dissolved carbon (organic and inorganic) in order to facilitate speciation modeling. The basis for testing in both percolation and flow-around scenarios is the pH dependence leaching test which provides insight into the chemical speciation of the constituents in the solid phase of the materials by evaluation of constituent release in response to different end-point pH conditions. For granular materials, where the mode of water contact is anticipated to be percolation through the material, release under the natural pH of the material is determined using a percolation test. For low permeability materials (monoliths or compacted granular fills), a tank leach test with leachant renewal is formulated. This testing approach was the underlying methodology behind the development of the USEPA Draft Methods 1313 through 1315 described above; however, analogous leaching tests are available through the CEN and the International Organization for Standardization (ISO).

3.3.1 Defining the Source Term

Environmental model/assessment approaches commonly assume, either explicitly or implicitly, a constant source term which is not a proper representation of the long-term leaching behavior from cementitious materials in many cases.

3.3.1.1 Constituent Selection

Previous source term descriptions have applied independent release functions to individual constituents. Thus, these models neglect the effect of interactions between elements and changes in mobility due to significant changes in solubility controlling factors. Inclusion of all constituent interactions within the cementitious material, as well as those external stresses that alter the properties of the material or constituent retention, is a daunting challenge. However, accounting for all the additional complexity provides a more realistic and mechanistically-based representation of the source term. Current computational advances, both in hardware and software, are beginning to make this approach practical for many applications.

3.3.2 Material Characterization

In addition to the leaching tests, methods for additional modeling parameters are currently being implemented in standardized protocols (ISO/TC190 Soil, 2008). This effort includes standardization of test methods to quantify reactive surfaces such as hydrated iron oxide surfaces, aluminum oxide surfaces, fractionation of dissolved and particulate organic matter, which are important for speciation modeling and reactive transport.

—in terms of the CBP, “source term” is the representation of the contaminant flux from within the confines of the engineered barrier system to the environment (e.g., vadose zone and groundwater).
3.3.2.1 Redox Titration

The redox capacity of a material is an important property of the material that allows the quantification of the overall rate at which oxidation may occur when balanced against the rate of oxygen ingress for a given scenario. For reducing materials like reducing grouts it is important to be able to assess the reducing capacity of the material (expressed in mol/kg) as it determines the resistance of the matrix to oxidation. In the Netherlands, a procedure (NEN 7348 2006) is described based on exposing a material to an excess of Ce (IV) in 2M sulfuric acid and back titration with Fe(II) as originally proposed by Angus and Glasser (Angus & Glasser 1985).

A similar procedure for measuring reductive capacity for cementitious materials using Cr(VI) in NaHCO₃ followed by slurring with NaSO₄ to desorb chromate (Lee & Batchelor 2003) showed a 20× decrease in reductive capacity on blast furnace slag compared to the Angus and Glasser procedure (Serne 2006). However, the values determined according to the Angus and Glasser method match better with the reducing capacity independently calculated from the sulphide content, which is the main contributor to the reducing capacity relevant for impact on the environment. In blast furnace slag reducing capacity values in the order of 300–400 mmol O₂/kg have been measured (van der Sloot et al. 2007a).
3.3.2.2 Reactive Oxide Phases

The quantification of reactive sorptive surfaces proceeds by selective extractions. The amount of amorphous and crystalline iron (hydr)oxides in the materials to be studied can be estimated by a dithionite extraction (Kostka & Luther 1994). The amount of amorphous aluminum (hydr)oxides can be estimated by an oxalate extraction (Blakemore, Searle & Daly 1987). The extracted amounts of Fe and Al can then be summed and used as a surrogate for hydrous ferric oxides (HFO) in the geochemical speciation modeling (Meima & Comans 1998).

3.3.2.3 Organic Matter Characterization

The quantities of “reactive” organic carbon in the solid phase (i.e., HA and FA) can be estimated by a batch procedure (van Zomeren & Comans 2007), which is derived from the procedure currently recommended by the International Humic Substances Society (IHSS) for solid samples (Swift 1996). In brief, the procedure is based on the solubility behavior of HA (flocculation at pH <1) and the adsorption of FA to a polymer resin. This fractionation allows identification of the most relevant sub-fraction of DOC, because not all parts constituting DOC are equally reactive towards the substances of interest.

3.3.2.4 Solid Analysis

Discerning the structure and chemistry of the solid phases of cementitious materials (including containment structures and waste forms) and how those materials change with time is important to understanding their long-term behavior. Many of the techniques to study solids are x-ray methods and their sensitivity is limited by the intensity of the source of x-rays. Synchrotron based methods take advantage of very high fluxes of x-rays and the ability to supply x-rays of specific energies to provide techniques that have revolutionized the analysis of the solid phase. Detailed descriptions of these techniques can be found in several reviews (Sparks 2004; Fenter et al. 2002; Brown & Sturchio 2002). A few applications relevant to study of cementitious waste forms are briefly given below.

Elemental analysis of materials on the microscopic scale is an important tool in assessing behavior of cementitious materials. Scanning Electron Microscopes (SEM) and microprobes provide excellent images but detection limits for elemental concentrations are typically 1,000 mg/kg or greater. Synchrotron microprobes can provide elemental analyses with spot sizes as small as about a micrometer and detection limits of less than 1 mg/kg. With this sensitivity, geochemical processes can be explored. Locations and associations of elements in a complex system can be resolved. For example, adsorption of contaminants on individual minerals in a soil can be determined as can their incorporation into new phases such as secondary weathering products. An example is shown in Figure 4 which illustrates the incorporation of U and As into calcite during column leaching experiments with a tank backfill grout (Fuhrmann & Gillow 2009). Arsenic was readily incorporated into the calcite as was U. Apparently U was available for incorporation earlier in the experiment but not later. Calcite continued to grow around older calcite containing U.

Determining the oxidation state of elements, e.g., U, Tc and I, whose redox sensitive behavior controls their mobility, is an important tool in designing materials and systems for waste disposal. X-ray absorption near-edge structure (XANES) spectroscopy allows determination of oxidation states and co-ordination chemistry of individual elements in complex solid and liquid samples. For example, XANES can determine the speciation of contaminants under different conditions or over time as a reagent is added to a system. XANES analysis can be coupled with elemental mapping on microprobe systems so that images can be produced showing the distribution of elements in different oxidation states or in association with different ligands (see examples in Sparks, 2004).
These techniques can be used to determine distribution of waste species in grouts and other cementitious materials. For example, the distribution and elemental associations of reduced forms of Tc and I can be determined in newly produced reducing grouts. As these materials are exposed to accelerated aging conditions, the oxidation state and possibly the speciation of Tc and I can be determined as oxygen and carbon dioxide enter the system, secondary weathering products form and reducing species (e.g., Fe (II)) are depleted. For example, Luckens (Lukens et al. 2005), used extended X-ray absorption fine structure (EXAFS) to show that Tc(IV) in the form of Tc₃S₁₀ in reducing grouts will slowly oxidize to the readily mobile TcO₄⁻ when oxygen can diffuse through the container. Oxidation does not take place when oxygen is not available, demonstrating that the high nitrate content of the waste does not oxidize Tc (Lukens et al. 2005; Allen et al. 1997).

3.3.3 Interpretation of Leaching Data

Following the testing approach shown in Figure 3, characterization of the leaching behavior of monolithic materials like cement-stabilized waste is carried out by a combination of two equilibrium-based leaching tests (i.e., a pH dependence leaching test and a percolation test) and kinetics-based monolithic leach test. This combination of leaching tests allows for many conclusions to be drawn about leaching behavior, including long-term leaching of a monolith and after full disintegration of the monolith to granular rubble. The approach to interpretation and integration of leaching tests is described in reference to the leaching test data for lead leaching in a cementitious material, presented in Figure 5 and in Figure 6.

The first two graphs in Figure 5 show the relationship between pH-dependent leaching and release from...
Figure 5. Results of Equilibrium-based Leaching Tests for Lead in a Cement-Stabilized Waste: a) comparison of pH-dependence and percolation test data as a function of pH, b) cumulative release from percolation tests as a function of L/S ratio, c) concentration data from percolation test, and d) pH evolution in percolation test.

Figure 6. Results of Kinetics-based Leaching Tests for Lead in a Cement-Stabilized Waste: a) comparison of tank leaching test and pH-dependence as a function of pH, b) concentration in tank leach test, c) cumulative release from tank leach test, and d) pH evolution in tank leach test.
column percolation experiments. In general, the data from the percolation test (pink) correspond well with pH-dependence test at the same pH (blue data). This correspondence implies that, under the assumption of local equilibrium, the release can be predicted based on the average pH in the percolation test provided that the pH changes during the percolation experiment are not too large. However, when pH varies greatly (e.g., through carbonation), Figure 5a shows that a relatively large range of lead concentrations can be observed for the size-reduced stabilized waste. The graph of cumulative release as a function of LS ratio can be used to formulate conclusions on the main release mechanism in the percolation test:

- If the cumulative release data is linear with a slope of 1, release is likely controlled by solubility limitations.
- Depletion of highly soluble species (e.g., Cl, Na) is likely when the release curve is shown to become horizontal with increasing LS (i.e., no further release with increasing LS).
- The constituent concentration observed for low LS ratio provides an indication of the concentrations in the porewater of the monolithic material.

The box in the pH dependence graph can be used to reflect the relevant pH domain for a given application and upper and lower threshold concentrations. In the plot of cumulative release as a function of LS, the same reference criterion has been inserted. For the case of cement-stabilized waste, the relevant pH range for size-reduced material is from the pH of the fresh material (pH ~12.8) to the pH associated with fully carbonated material (pH 7.8). The lower horizontal line denotes the lowest analytical detection limit. The upper horizontal line is used to reflect a comparative threshold (i.e., a regulatory criterion; here conversion from hazardous to non-hazardous waste in the European Union Landfill Directive). Selection of appropriate upper threshold comparisons should be made in accordance with the anticipated release scenario (e.g., comparison to drinking water or groundwater quality criteria typically is not appropriate for waste disposal scenarios because dilution and attenuation between the source term and the point of compliance is not considered).

Many factors cause changes in the percolate concentrations during their transport through the soil, especially when large transport distances are considered. One important factor to be considered is preferential flow (only a portion of the material is in direct contact with percolating water). Lysimeter and field data point suggest that ~20% of the total volume of material being directly in contact with infiltrating water (van Zomeren & Comans 2007). A second important factor is the change in pH when leachate enters soil, which can result in precipitation/dissolution reactions leading to substantial alterations in the percolate in the soil. Overestimation of release will occur when precipitation of constituents of interest occurs at the interface but not considered in the assessment model. The effect of alkaline leachate on near-field soils is difficult to address without appropriate geochemical representation of the interface between materials (e.g., cementitious barrier and soil). The primary constituents of concern will be those constituents that are mobile in the cement-stabilized waste and remain mobile in the subsoil and groundwater system in spite of pH change and other changes.

In Figure 6, the leaching data for lead from a monolithic stabilized waste are provided in a four-panel format that provides useful insights about leaching information about kinetic-based leaching from monolithic materials. The first two graphs show the relationship between pH-dependent concentrations (from equilibrium-based testing) and eluate concentrations from monolith diffusion tests. The concentrations in the tank test correspond generally well with the appropriate pH conditions in the pH dependence test, implying that solubility controls the release from monolithic waste. Solubility control indicates that the dilute solution boundary condition for estimating diffusion-controlled release from a semi-infinite material
into an infinite bath is not satisfied (i.e., the conditions for estimating a valid observed diffusivity have not been met). The pH-concentration box shown in Figure 6a is the same as that discussed earlier for granular material. For this case of lead release from a cementitious material, the pH change with time and, hence, solubility concentration is more important than transport by diffusion. Neutralization of the matrix associated with aging would be expected to decrease the release rate of lead in accordance with the pH-dependence data. The conclusion can be reached that release in the long term will not exceed a limiting value (e.g., the horizontal line shown in Figure 6c), if that limit is not exceeded in the short term.

3.3.4 Modeling & Simulation

A geochemical speciation/transport modeling framework forms an integrated approach that allows linking together various aspects of materials. Proper thermodynamic stability data and other solubility controlling parameters (Fe-oxide, Al-oxide, dissolved organic carbon and particulate organic matter) are used for modeling of the complex systems indicated above. The modeling code used to illustrate this simulation approach, the Objects Representing CHEmical Speciation and TRAnsport model or ORCHESTRA (Meeussen 2003), is one of several geochemical speciation and reactive transport simulation codes that can be applied. Several other geochemical speciation and reactive transport simulation codes are discussed in later in this chapter.

Using a geochemical speciation and reactive transport approach involves the following steps:

- **Characterization of the Material**: Measurement of leaching properties using equilibrium-based and kinetics-based leaching tests following the flowchart shown in Figure 3. Note that for monolithic materials, the first fractions of a percolation test on size reduced material provide a suitable estimate for the porewater composition of the monolithic material. In addition, direct observation of solid phases (i.e., by x-ray diffraction) should be conducted when available in order to define solid phase chemical speciation.

- **Chemical Speciation Fingerprint of the Material**: Prediction of the pH-dependent release from size-reduced sample based on a selected mineral set, sorption onto Fe- and Al-oxides, interaction with dissolved and particulate organic matter and incorporation in solid solutions, thus establishing a “chemical speciation fingerprint” (CSF).

- **Simulation/Verification of Percolation Release**: The CSF is used in combination with a percolation transport scenario using a dual porosity model to describe the outcome of laboratory percolation tests. Comparison of predicted release to laboratory data is used to verify CSF mineral selection.

- **Simulation/Verification of Mass Transport Release**: The CSF is used in combination with transport in a dissolution-diffusion scenario to simulate release from a monolithic material, taking into account refresh or leachant renewal cycles, continuous renewal, and estimated product tortuosity (measured for porosity and pore structure). Comparison of predicted release and laboratory data verify that all transport phenomena and chemical interactions are accounted for in the simulation scenario.

- **Scenario- or Site-specific Simulation**: When a satisfactory prediction is obtained for the CSF over time- or LS-dependent release, the material can be assumed to be well characterized over a wide range of pH and time or L/S conditions relevant for long term behavior. The chemical speciation fingerprint of the material in conjunction with obtained mass transfer parameters can then be used as the basis for reactive transport modeling to predict release under well-defined field scenarios with external influencing factors (e.g., carbonation, redox change, degree and variation in water contact, and varying degrees of preferential flow).
3.4 Chemical Reaction Transport Modeling for Monolithic Wastes

The release from monolithic waste materials is governed by chemical reactions and by transport processes inside the material. As has been observed in recent years (Tiruta-Barna, Barna & Moszkowicz 2001; van der Sloat et al. 2007b), release from monolithic products is not only controlled by diffusion from the interior of the product, but to a large extent also governed by solubility limitations. Major efforts have been made in recent years to find means to establish under what circumstances solubility control governs and when diffusion is the main release controlling mechanism (Piantone et al. 2006; van der Sloat et al. 2007b; van Zomeren et al. 2007).

Under landfill conditions, most trace constituents are found to be solubility-controlled, while soluble salts are dominated by diffusion-controlled release (Aarnink, Bleijerveld & van der Sloat 2007; Černý & Rovnaníková 2002; Garrabrants & Kosson 2005; Garrabrants, Sanchez & Kosson 2003; Jones & Seme 1995; Marchand & Samson 2009 in press; Samson, Marchand & Beaudoin 2000; Nguyen et al. 2008; Tiruta-Barna, Barna & Moszkowicz 2001; van der Sloat et al. 2007b; Garrabrants, Kosson & DeLapp 2007; Sanchez et al. 2003), with governing equations ranging from empirical (e.g., simple, 1-dimensional diffusion) to almost fully mechanistic (e.g., transport by diffusion coupled with full chemistry). Common assumptions and simplifications are used to describe constituent release mechanisms and release rates.

3.5 Modeling Leaching Processes

Leaching rates of substances from monolithic porous material can conceptually be assumed to be governed by different processes. The release can be expressed in a leaching rate [mg/kg of material/day], cumulative release [mg/m²] at a given time, or concentration [mg/L] in time and space. Radionuclide release often is expressed as fractional release per unit time; however, fractional release assumes that the total concentration of the radionuclide is available for release which is not realistic in most cases. Many publications address release modeling from cement-based materials (Aarnink, Bleijerveld & van der Sloat 2007; Černý & Rovnaníková 2002; Garrabrants & Kosson 2005; Garrabrants, Sanchez & Kosson 2003; Jones & Seme 1995; Marchand & Samson 2009 in press; Samson, Marchand & Beaudoin 2000; Nguyen et al. 2008; Tiruta-Barna, Barna & Moszkowicz 2001; van der Sloat et al. 2007b; Garrabrants, Kosson & DeLapp 2007; Sanchez et al. 2003), with governing equations ranging from empirical (e.g., simple, 1-dimensional diffusion) to almost fully mechanistic (e.g., transport by diffusion coupled with full chemistry). Common assumptions and simplifications are used to describe constituent release mechanisms and release rates.

3.5.1 Solubility-controlled Release

Under this assumption, the dissolved concentration of a substance is in equilibrium with a solid phase which buffers the dissolved concentration to a constant value as long as a solid phase exists. This assumption implies that leaching rates are independent of external conditions and remain constant over time until the solid component is depleted. Leaching rates would not be affected by surface area (i.e., larger surface area would not increase leached concentrations). However, cumulative leaching rates in a leaching test would be affected by the amount of water in contact with the sample.
3.5.2 Diffusion-controlled Release

Under this assumption, leaching rates are controlled by individual component diffusion rates and concentration profiles in the solid matrix. For 1-dimensional (1-D) systems, the leaching rates as a function of time can be described with closed form, mathematical analytical solution. In that case, there would be a linear relationship with a slope of ½ between cumulative leached concentrations and log time, implying that leaching rates decrease logarithmically over time. Fitting of linear partitioning ($K_d$ approach) and/or tortuosity can be used to calibrate the model. This model can only describe mono-component, linearly adsorbing species in a 1-D infinite media system.

3.5.3 Multi-component Diffusion-controlled Release

Under this assumption, diffusion rates of substances are determined by local concentrations in pore solutions and resulting local concentration gradients. In turn, these local concentrations are assumed to be governed by multi-component interaction processes between solutes and solid phase via precipitation and adsorption reactions. The multi-component nature of these interactions implies that the behavior of a substance is dependent on the behavior of other substances and, therefore, cannot be isolated from the rest of the system. For example, the pH dependent dissolution of calcium, aluminum, iron, lead, and zinc in concrete are all interdependent. Porewater concentrations of the species are dependent on localized pH and can increase or decrease as a function of pH changes according to the LSP curves. Generally, cationic species become more soluble at low pH, but the solubility of amphoteric species (e.g., lead and aluminum) also increases at the very alkaline conditions that exist in cementitious materials. For such constituents, long-term leaching rates may actually become higher over time.

Depending on chemical conditions, leaching rates even can become negative (i.e., the material takes up constituents from the surrounding environment). This behavior can be observed under tank test conditions for substances such as magnesium, which after a refresh of solution initially leaches from the solid material, but re-precipitates if pH increases during the test. It shows that leaching behavior is not an intrinsic material property that can be measured in a simple test, but is determined by understanding the interaction processes between the material and the contacting environment.

In light of the complexity described above, release behavior often cannot be expressed by simple solubility, linear partitioning ($K_d$), or purely diffusion-controlled processes and a more mechanistic approach is required to achieve more accurate release estimates. In order to use results of short term leaching tests for estimation of long term leaching rates under field conditions, mechanistic models are necessary that predict changes over time in effective diffusion rates. However, even though mechanistic models can take into account the effect of changing chemical conditions on effective leaching/diffusion rates, these models only provide a “best estimate” based on the current level of understanding of the processes involved. Validating the predictive capabilities of these models over longer time scales is very difficult.

3.5.4 Dual Porosity Regimes

In a number of cases, zones with different flow rates, connected with concentration gradient driven mass exchange (diffusion analog), are important to properly describe release. This conceptual model is for systems that consist of a combination of distinct zones where convective transport dominates, and zones where diffusive transport dominates. Examples are cracked concrete, heterogeneous soils, and systems exposed to natural infiltration and, thus, subject to preferential flow.
paths. For concrete materials, this situation occurs between the cement paste and the aggregates. If the aggregates are relatively porous, the total mass transport simulation may require separate descriptions of the transport through the paste and mass release from relatively porous aggregates (Sanchez et al. 2003). In the case of essentially non-porous aggregates, only the space occupied by aggregate affects the tortuosity of the material; however, transport through the interfacial transition zone in the cement paste around aggregates can play an important role.

3.5.5 Orthogonal Diffusion with Convection

This conceptual model can be considered as an extension of the dual porosity model, in which the stagnant zone is subdivided in a series of cells so as to calculate diffusion and concentration gradients within the stagnant zone. Mass exchange is in that case controlled by the concentration gradient over diffusion convection boundary (Schaefer et al. 1995).

3.5.6 Unsaturated Flow (Richards equation) Coupling

For transport of solutes in unsaturated systems (pores partially filled with water), it is necessary to calculate the unsaturated water flow, and to use this information in combination with dissolved ion concentrations for calculating the resulting mass transport by convection. Unsaturated conditions also greatly affect diffusion rates, as ions need to travel longer distances and the cross-section for diffusion processes is reduced. This is reflected in the increase in tortuosity with decreasing saturation.

3.5.7 Release from Structures Intermittently Wetted by Rain or Spray Water

Utilization of concrete in surface structures (all forms of building on land) is characterized by intermittent wetting and drying. Drying of the porous network greatly facilitates formation of calcite as uptake of CO₂ from the air, via gas diffusion, is five orders of magnitude faster than through liquid phase diffusion under saturated conditions. In carbonation cases, the release can be estimated based on the progression of the neutralization front. Modern concretes have a rather low connected porosity, which delays ingress of substances as well as release of substances. In Roman cements, which at the time of placement were considerably more porous, full carbonation is observed after 2,000 years (van der Sloot et al. 2008b). This process may even have been enhanced by the higher porosity and the uptake of moisture in the structure, which would thus effectively act as a CO₂ pump.

3.5.8 Multi-phase Equilibrium vs. Kinetic Controls

In considering transport processes over long time scales, interactions amongst elements potentially are important. For reactive elements and substances, single substance calculations that do not account for multi-species interactions (e.g., as a function of pH and porewater composition) often will not provide good estimation of actual system behavior. Thus, multi-element modeling that can account for the competitive effects and multiple factors affecting solid-liquid partitioning over different chemical forms is recommended. While local thermodynamic equilibrium is an appropriate assumption for most reactions over long time scales, some chemical reactions proceed at very slow rates, especially some precipitation/dissolution reactions. For these cases, the progress of reactions is kinetically controlled, and should be taken into account accordingly in modeling the system. In laboratory studies, such kinetic effects have been identified for Ca, Mg, Al, SO₄, Mo, Pb, Ni, Cd, Cu and Zn in MSWI bottom ash leaching (Dijkstra, van der Sloot & Comans 2002).
3.5.9 Mechanistic Chemical Retention vs. Linear Sorption

Prediction of leaching rates of elements from porous solid samples is often done with an empirical, linear sorption model ($K_d$ approach). In this model, it is assumed that the mobility of the element of interest in the porous matrix is a constant fraction of the mobility of this element in free water:

$$K_d = \frac{s_i}{c_i}$$  \hspace{1cm} (17)

where: $K_d$ is the linear partitioning coefficient of species $i$ [L/kg], $s_i$ is the concentration of species $i$ bound to the solid phase [mg/kg], and $c_i$ is the concentration of species $i$ in the liquid phase [mg/L]. In several transport models, the partition coefficient, $K_d$, is used as a mass ratio between adsorbed and free masses [mg$_{solid}$/mg$_{liquid}$]; however, the mass ratio form is both sensitive to variations in LS ratio as well as changes in chemical conditions (e.g., pH, redox, etc).

Often, this fraction applied as a constant over time and being independent of changing chemical conditions or interactions with other substances. Under the $K_d$ approach, it is possible to measure the leach rate in a short term experiment, and the resulting calculated $K_d$ is then used to predict leaching rates over long times. When large changes in chemical conditions are anticipated, the $K_d$ value for a particular species may be varied in response to chemical conditions when supporting data is available. Under the assumption that linear sorption describes all chemical reactions $R(C_i)$, the 1-D diffusion-reaction equation becomes:

$$\frac{\partial C_i}{\partial t} = \frac{\phi_d D_{eff}}{\phi} \frac{\partial^2 C_i}{\partial x^2} - \frac{\phi_d D_{eff}}{\phi} \frac{\partial C_i}{\partial x} = \frac{\rho_b \cdot K_d}{R_d} \frac{\partial^2 C_i}{\partial x^2}$$ \hspace{1cm} (18)

where: $\phi_d$ is the "diffusion through" porosity [m$^3$$_{pore}$/m$^3$], $\phi$ is the total porosity of the porous material [m$^3$$_{pore}$/m$^3$], $\rho_b$ is the bulk solid phase density [kg$_{solid}$/m$^3$$_{solid}$], and $R_d$ is the chemical retention term [-].

The $K_d$ approach is easy to implement and adequately approximates liquid-solid partitioning dilute species in groundwater. Many USDOE performance assessments, as well as PAs by USNRC licensees, represent very complex systems incorporating data and conceptual model uncertainties such that errors in release models may represent a small fraction of the uncertainty of the total assessment. If the chemical conditions of the disposal unit can be expected to remain constant over some long period, and if the $K_d$ values were determined under similar and representative conditions, then this approach may be appropriate within the uncertainty of the leaching assessment. This is particularly so when the $K_d$ value is high and releases are a small fraction of the inventory.

However, the simple partitioning approaches (e.g., linear, Langmuir and Freundlich isotherms) are well known to be insufficient for describing complex geochemical reaction that control partitioning in subsurface environments (Zhu 2003). For these systems, a more sophisticated model can improve the accuracy of predictions for understanding the evolution of chemical conditions within a system where (1) the behavior of primary matrix constituents is controlled by dissolution-precipitation phenomena, (2) mobility of trace constituents is known to change under the chemical conditions that are likely to evolve over time. In cementitious materials, major parameters that can lead to enhanced mobility of radionuclides include decreases in pH, oxidation of initially reduced wasteforms, and complexation with components of water entering the system (e.g., CO$_2$). Since the "effective $K_d$" depends strongly on local chemical conditions which can vary over time and location, leaching estimates based on initial release rates can lead to inaccurate predictions of long term leaching behavior.

As an illustration of the differences between $K_d$ and mechanistic approaches, the simulation of leaching test data for sodium representing a non-reactive constituent and calcium as a reactive constituent are shown in Figure 7, 8, and 9, respectively (Meeussen,
Figure 7. **pH Development in A Tank Leach Test with Leachant Renewal**
(Red Data Points) for a Cement-stabilized Waste in Comparison with Results from Mechanistic Modeling Taking A Mineral Assemblage into Account.

Figure 8. **Na Development in A Tank Leach Test with Leachant Renewal**
Red Points Represent Lab Data, Predicted Concentration Using Linear Sorption ($K_d$) and Predicted Concentration Using Multiphase Thermodynamic Approach) Overlap.
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Figure 9. Simulation of Calcium Leaching Data from A Tank Leach Test of Cement-stabilized Waste
Red Points Represent Lab Data, Blue Line Indicates Predicted Concentration Using Linear Sorption (K_d) and Orange Line Indicates Predicted Concentration Using Multiphase Thermodynamic Approach).

2009). The K_d values used were estimated from initial leaching rates during the first two days of leaching. For non-reactive substances such as Na or Cl, the K_d model is sufficient and the diffusion model adequately simulates leaching data. However, applying the K_d approach to substances that have a pH-dependent solubility (e.g., Ca, Mg, Al) can lead to significant over- or under-prediction of long term leaching rates.

3.6 Transport and Thermodynamic Codes
Several well-known computer codes exist that can calculate chemical speciation and reactive transport3. The capabilities of these models in terms of chemical and physical processes are compared in Table 2.

3.6.1 PHREEQC

PHREEQC (http://www.brr.cr.usgs.gov/projects/GWC_coupled/phreeqc) is probably the most widely-used, general-purpose chemical speciation software (Parkhurst & Appelo 1999) to the point that it has become the de-facto standard for chemical speciation calculations in aqueous or soil systems. In addition to standard aqueous complexation, ion activity, and precipitation models, PHREEQC contains a number of surface complexation models. The greatest drawbacks of this model are (1) a dated approach to ionic interaction with organic matter and (2) limited transport capabilities which cannot be extended.

3.6.2 MINTEQA2

MINTEQA2 (http://www.epa.gov/ceampubl/mmedia/minreq/index.html) is an older generation speciation

3 STADIUM (http://www.sem.qc.ca/en/slm/softwares.html) is another chemo-physical transport code primarily focused on durability assessments in structural cement-based materials. Therefore, description and application of this code is discussed in another chapter.
program that comes with an extended database of chemical equilibrium constants. Although it can handle precipitation reactions, MINTEQA2 includes only limited surface complexation models and does not contain a transport module. In addition, all MINTEQA2 (sub)models are available within PHREEQC, which offers more functionality.

3.6.3 Geochemists Workbench

The focus of Geochemist Workbench (http://www.rockware.com) is inorganic systems. The model contains extended graphical options (e.g., predominance diagrams), but only limited surface complexation options. Neither organic matter adsorption models

| Table 2. Comparison of Chemical and Physical Processes of Several Thermodynamic Programs |
|---------------------------------|-----------|-------------|----------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
|                                | PHREEQC   | MINTEQV4   | HYDRUS        | Geochemist Workbench | GEMS        | HYTEC-CHESS | LeachXS™-ORCHESTRA | STOMP       | PORFLOW     |
| Aqueous Complexation           | ✓         | ✓          | ✓             | ✓               | ✓           | ✓           | ✓            | ✓           | ✓           |
| Ion Activity Correction        | ✓         | ✓          | ✓             | ✓               | ✓           | ✓           | ✓            | ✓           | ✓           |
| Precipitation                  | ✓         | ✓          | ✓             | ✓               | ✓           | ✓           | ✓            | ✓           | ✓           |
| Solid Solutions                | ✓         |           |               |                 |             |             | ✓            | ✓           | ✓           |
| Ion Exchange                   |           | ✓          | ✓             | ✓               | ✓           | ✓           | ✓            | ✓           | ✓           |
| Surface Complexation (Fe/Al oxides) | ✓     | ✓          | ✓             | ✓               | ✓           | ✓           | ✓            | ✓           | ✓           |
| Organic Matter Complexation    |           |             |               |                 |             |             | ✓            |             |             |
| Colloids                       |           |             |               |                 |             |             |              |             |             |
| Diffusion                      |           | ✓          | ✓             | ✓               | ✓           | ✓           | ✓            | ✓           | ✓           |
| Electro-neutral Diffusion      |           | ✓          |               |                 | ✓           | ✓           | ✓            | ✓           | ✓           |
| Ion-specific Diffusion         |           | ✓          |               |                 | ✓           |             | ✓            | ✓           |             |
| Gas Diffusion                  |           | ✓          |               |                 |             | ✓           | ✓            | ✓           |             |
| Convection                     |           | ✓          |               |                 |             | ✓           | ✓            | ✓           |             |
| Colloid Transport              |           |             |               |                 |             |             | ✓            |             |             |
| Unsaturated Water Flow         | ✓         |             |               |                 |             |             | ✓            |             |             |
| Porosity/Permeability Feedback |           |             |               |                 |             |             |              | ✓           |             |
| Cracked Material Feedback      |           |             |               |                 |             |             |              |             | ✓           |
nor unsaturated transport modeling capabilities are embedded into Geochemist Workbench.

3.6.4 HYDRUS

HYDRUS (http://www.pc-progress.com) is primarily a model for describing water flow in the vadose soil zone and it describes unsaturated water flow in combination with transport of a small number of predefined ions. The model does not contain full speciation, or multi-component interactions with solid soil phase. Therefore, this model is of limited use for describing the mass transport of ions in highly reactive porous media such as cementitious barriers. Hybrid models combining HYDRUS and PHREEQC chemical speciation are in use in Europe (Jacques et al. 2003).

3.6.5 GEMS

The GEMS (http://gems.web.psi.ch) chemical speciation code was developed by Dimetri Kulik at the Paul Scherrer Institute (PSI) in Switzerland. The model uses Gibbs free energy minimization as the numerical approach rather than the standard way of solving the set of non-linear equations formatted by the mass-action, mass balance relationships. Thermodynamic data is supplied by the PSI thermodynamic database and de Cement 2007 database of Lothenbach et al. (Lothenbach et al. 2008; Lothenbach & Wieland 2006; Lothenbach & Winnefeld 2006; Matschei, Lothenbach & Glasser 2007). The GEMS code addresses temperature/pressure dependency and high ionic strength effects on multi-component, non-ideal solid solutions. However, the model does not contain adsorption models for organic matter.

3.6.6 HYTEC-CHESS

CHESS is a geochemical speciation module developed by Jacques van der Lee at the Ecole des Mines in Paris (www.cig.ensmp.fr/chess). The CHESS geochemical module can calculate chemical speciation taking into account standard chemical reaction types (e.g., aqueous complexation, precipitation, ion exchange, surface complexation according to the GTLM), but does not contain adsorption models for organic matter.

HYTEC is a transport algorithm that combines the CHESS geochemical module with a model for convection/diffusion. There is only limited feedback possible between chemical and physical processes (i.e., changes in speciation, such as leaching of calcium mineral or precipitation, which would be expected to change the porosity and, hence, physical transport, are not linked).

3.6.7 LeachXSTM-ORCHESTRA

LeachXSTM-ORCHESTRA is more a modeling framework than a specific model itself. LeachXSTM has several databases, among which a database with leaching data in unified format to facilitate comparison of test results from various sources (van der Sloot et al. 2008a). ORCHESTRA is used as a calculation engine with a number of predefined model systems, within the expert system LeachXSTM. The combination is a uniquely open system, where chemical and physical model components can be extended by users. Extended model databases include parameters for surface complexation and solid solution models and all chemical models can be used in combination with mass transport to calculate diffusion and convection in systems of arbitrary layout (e.g., 1-D diffusion, dual porosity, diffusion-convection, radial diffusion, and multi-flow domains like cracked matrices). The program can take into account system phases with different diffusion-convection properties (dissolved, solid, gas, colloidal phase). The LeachXSTM shell creates the necessary input information from stored experimental data, and conveniently presents the calculated output in graphical form which greatly facilitates the use of advanced geochemical and transport models by non-specialists.
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3.6.8 STOMP

The Subsurface Transport Over MultiPhases (STOMP) code developed by the Pacific Northwest National Laboratory (PNNL) calculates the time-dependent thermal and hydrogeologic flow and contaminant transport, including volatile and non-volatile organic compounds, in variably saturated subsurface aqueous and vapor phase environments (White & Oostrom 1996; White, Oostrom & Lenhard 1995). The code can be run in one, two, or three dimensional modes and has been used by the Hanford Groundwater Remediation Project and by the team preparing the Hanford Tank Closure and Waste Management Environmental Impact Statement.

3.6.9 PORFLOW

PORFLOW is developed and marketed by Analytic & Computational Research, Inc. (ACRI) to solve problems involving transient and steady-state fluid flow, heat and mass transport processes in multi-phase, variably saturated, porous or fractured media with dynamic phase change. The porous/fractured media may be anisotropic and heterogeneous, arbitrary sources may be present and, chemical reactions or radioactive decay may occur. PORFLOW accommodates alternate fluid and media property relations and complex and arbitrary boundary conditions. The geometry may be 2-D or 3-D and the mesh may be structured or unstructured, giving flexibility to the user. PORFLOW has been widely used at the Savannah River Site (SRS) and in the USDOE complex to address major issues related to the groundwater and nuclear waste management.

4.0 BEHAVIOR OF TYPICAL CEMENTITIOUS MATRIXES

The CBP reference cases include a range of concretes, grouts, and stabilized wastes with binders based on tertiary and quaternary blends of portland cement, blast furnace slag, coal fly ash, and silica fume (Langton 2009). The release from cement mortars, concrete, and cement-stabilized waste with different waste loading have some common aspects due to the common factor of cement. Comparisons will be made in the following to illustrate relationships and discrepancies between the different cement-based materials.

4.1 Cement Mortars and Concretes

The leaching behavior of a wide range of some 60 cement mortars and concretes from worldwide origin have been tested using the combination of pH-dependence leaching test (TS14429) and tank leaching test (NEN 7345) similar to the integrated leaching assessment approach. The leaching test results, shown in its entirety in Appendix A and for a selected range of major and minor elements in Figure 10 and Figure 11 show systematic leaching behavior for a wide range of constituents as a function of pH and leaching time. In the pH dependence leaching test, concentrations are dictated by the chemical speciation in the cement matrix where as systematic release from monolithic materials is largely controlled by the tortuosity of the matrix and by the release levels governed by pH. The bandwidth of leaching of major elements for all mortars irrespective of its type or origin falls within relatively narrow ranges (van der Sloot et al. 2008b). This implies that the same mineral phases are controlling release. One important to note is that the matrix mineralogy as obtained from X-Ray Diffraction (XRD) and other techniques does not necessarily reflect the phases controlling release.

In fact, the exposure of products to the atmosphere results in significant changes in surface mineralogy as pH and redox conditions change in a thin surface layer. If the pH in the surface of a cement mortar changes from pH > 12 to a pH around 10 or even lower, then several elements show a significantly altered leachability (e.g., SO₄, V, Cr, Ca) over sometimes orders of magnitude. This is reflected in the release
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Figure 10. pH Dependence and Tank Leaching Test Behavior of Al, Ca, Si and SO₄ (Shown as Total S) from Cement Mortars of Worldwide Origin
Figure 11. pH Dependence and Tank Leaching Test Behavior of Co, Cr, Sr and V from Cement Mortars of Worldwide Origin
from a monolith leach test. The larger bandwidth in the monolith leach test is associated with the elements that show the largest sensitivity to pH change in the domain pH 12-9.

A consequence of the release behavior of oxyanions as a function of pH is that upon carbonation oxyanions are readily released. As a simplified assumption, one can model the progression of the carbonation front and use the neutralized layer to quantify the oxyanion release by assuming complete release of the mobile fraction of the oxyanion from this layer (van der Sloot et al. 2008b).

4.1.1 Roman Cement Analog

In Figure 12, a comparison of major, minor and trace elements is given for Portland cement (CEM I), blended cements (different blends of Portland cement with blast furnace slag cement and fly ash), Roman cement (2000 years old from an aqueduct in Germany) and cement-stabilized hazardous waste (MSWI fly ash). The leaching behavior as a function of pH in the cement-based materials is mostly very similar, which indicates that the same mineral and sorptive phases control release. The structure of the Roman cement is fully carbonated throughout which has consequences for the leaching behavior of Ca, Ba, Mg and Sr as these species are directly or indirectly affected by carbonation. The leaching of sulfate, Se and Cr is lower than in the other cement mortars, but since the original composition of the Roman cement is not known, it is hard to link the decreased release to leaching and a more likely explanation would seem that these trace constituents are incorporated in less soluble phases. The oxyanion leaching from Roman cement at high pH (e.g., Cr and V) does not show the decrease that is characteristic of substitution into ettringite, indicating the absence of ettringite in the fully carbonated matrix. In the cement-stabilized waste, the leaching behavior of metals show an increase towards low pH that is related to the higher contamination level in the waste as compared to the commercial cements. Salts (Na, K) and some anions (Mo, B, Sb) are also increased relative to the commercial cements. The distinction between the blended cements containing blast furnace slag and regular Portland cements is the reducing nature of these blends, which is reflected in the leaching behavior of Fe (leachability edge shifted to higher pH), and Cr (low leachability due to conversion of Cr VI to Cr III).

In Appendix B, results of chemical speciation modeling of cement mortars is given. Information on major elements, minor element and a range of trace elements is available. Information of this type is currently lacking for radionuclides. From the stable element chemistry, insight in the chemical behavior of specific radionuclides can be inferred (e.g., Pb, Mo, Sr, Cs, Rb).

4.2 Cement-Stabilized Wastes

In Appendix C results of different types of cement-stabilized waste are compared. This relates to cement-stabilized MSWI fly ash (a material with a high concentration level of trace elements and a high salt load) and stabilization recipes as simulant for grouts to be used in conjunction with waste liquids. It follows that for some elements the release behavior is rather similar between the different mixes. For some constituents, however, the release behavior is significantly different.

In spite of such differences, elements with comparable release behavior can be identified, e.g., metals behave a certain way with low leachability at mild alkaline conditions. On the other hand oxyanions may consistently show a maximum release at pH between 8 and 11. Depending on the sulfate loading, oxyanion substitution in ettringite type phases may be limited by competition between the trace constituents and the abundantly present sulfate.
Figure 12. Comparison of Leaching Behavior of Cr, Sr, and V from Portland Cement and Selected Blended Cements, Roman Cement, and Cement Stabilized Waste Using pH Dependence and Tank Leaching Tests
In works by Aarnink et al. (2007) and van der Sloot et al. (2007b), the low LS ratio fraction of column tests could be used to optimize the chemical speciation fingerprint for the sample as a function of LS ratio. If at low LS ratio (0.2-0.3), the same concentration is observed (deviation less than 50%), diffusion is not likely to be the main controlling release mechanism but rather solubility control is the controlling mechanism.

In terms of leaching behavior, the release of a wide range of major, minor and trace elements from stabilized waste is very similar. Differences in release level, which are related to the loading of a particular constituent, may be evident as shown for the sample series (MBD, SWD and AMD) with increasing of relevant constituents (Garrabrants, Kosson & DeLapp 2007). This series represents a solidified matrix similar in recipe to saltstone or caststone with no salt loading (MBD), salt solution at 2.5 M sodium with trace I and Re (SWD), and salt loading with enhanced levels of I and Re along with several heavy metals (AMD). The absence of ettringite in the highly-loaded stabilized hazardous waste (NL) is indicated in Appendix C figures as the release at high pH not showing the characteristic decrease between pH 11.5 and 12.5. In contrast, this reduction in release is obvious for several oxyanions in the hazardous stabilized waste (UK).

For the cement-stabilized MSWI fly ash, laboratory leaching data have been compared with data obtained from leaching studies on core samples taken from a test bed for studying hazardous waste disposal and from the full scale operation (field). In Figure 13, the comparison at the different levels of testing is given.

For all matrices, information is available on a wide range of major, minor and trace elements. As indicated before, for several the stable elements release behavior may be indicative for radionuclides of interest. This applies in particular for Sr, Cs and Sb. In Figure 14, a comparison is given between stable element leaching and radionuclide leaching from cement-stabilized radioactive waste solution. In the case of the stabilized radioactive waste solution (containing in a first solution Cs-137, Ce-144 and U-234 and in a second solution Ru-103 and Ru-106) illite was added to increase the retention capabilities of the mix.

Experimental data on a stabilized radioactive waste solution using cement and tested according to a tank test protocol is given in Figure 14. The composition of the mix was: BFS cement, silica fume waste solution and a retarder in the ratio 8:2:7:0.08 and BFS cement, silica fume, illite, waste solution and a retarder in the ratio 8:1.6:0.4:7:0.1

In the mix, illite was used under the assumption that Cs would interact with the illite to stabilize it and reduce its leaching behavior. In this figure a comparison is made of stable elements and the radioactive species for similar grout formulations.

4.3 Soils

Both clay barriers (e.g., bentonite type clays, Boom clay) and natural soil behavior is of relevance in judging release behavior in the scenarios to be evaluated. Release behavior is available on a range of natural soils and contaminated soils. Although the behavior is rather variable, release behavior from soil is largely dictated by sorption for which interaction with hydrated iron-oxides and both particulate and dissolved organic matter play a major role. When the proper interaction parameters are known, there is good agreement between model and observed release behavior (Dijkstra et al. 2008; Dijkstra, van der Sloot & Comans 2006).

The neutralization of alkalinity released from cementitious matrices by a clay backfill, clay liner or natural soil is important for the release of substances from cementitious barriers, as the changes in soil due to alkalinity changes have significant influence on mobility of various substances. The neutralization is
significantly influenced by the degree of saturation, as carbon dioxide may contribute to the neutralization. Modeling of oxidation/carbonation of a steel slag as sub-base of a parking lot (H.A. van der Sloot et al. 2007) has shown the magnitude of such influences. Both clay barriers (e.g., bentonite type clays, Boom clay) and natural soil behavior is of relevance in judging release behavior in the scenarios to be evaluated. Release behavior is available on a range of natural soils and contaminated soils. Although the behavior is rather variable, release behavior from soil is largely dictated by sorption for which interaction
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Figure 14. Comparison of Release of Cement-stabilized Waste Grout and Cement-stabilized Radioactive Waste Solution with Illite Addition Containing $^{137}$Cs, $^{90}$Sr and $^{125}$Sb Using A Tank Leach Test
with hydrated iron-oxides and both particulate and dissolved organic matter play a major role. When the proper interaction parameters are known, there is good agreement between model and observed release behavior (Dijkstra et al. 2008; Dijkstra, van der Sloot & Comans 2006).

The neutralization of alkalinity released from cementitious matrices by a clay backfill, clay liner or natural soil is important for the release of substances from cementitious barriers, as the changes in soil due to alkalinity changes have significant influence on mobility of various substances. The neutralization is significantly influenced by the degree of saturation, as carbon dioxide may contribute to the neutralization. Modeling of oxidation/ carbonation of a steel slag as sub-base of a parking lot (Van der Sloot, 2008) has shown the magnitude of such influences.

5.0 LEACHING ASSESSMENT IN CBP REFERENCE CASES

The transport of constituents across interfaces plays a large role in the assessment of leaching, both in the short-term (e.g., precipitation leading to boundary layer formation) and long-term (e.g., CO₂ or O₂ ingress and associated effects). Therefore, it is important to relevant interfaces of CBP reference cases into context with leaching processes and aging effects.

5.1 Interface Identification in CBP Reference cases

The CBP has identified reference cases in which cementitious media are relied upon to retard the release of constituents: (1) a spent fuel pool scenario, (2) waste tank closure scenario, and (3) low-level radioactive waste vault scenario (Langton 2009). The interfaces associated with each of these cases can be expressed as a one-dimensional abstraction of a conceptualized multi-layer system.

5.1.1 Spent Fuel Pool

In Figure 15, a prototypical spent fuel pool is depicted with a break out to show the main release scenario related to this reference case. Interaction of pool water with a concrete pool wall will show a very slow carbonation progression. As pool water is maintained with low concentrations in critical salts (e.g., Cl⁻, SO₄²⁻ and Mg²⁺) the effects on rebar will be less severe than attack from the outside in case of aggressive groundwater containing higher levels of these potentially critical components. In the long-term pool scenario, the development of a crack or fissure is more serious threat to long term containment. Once a through thickness crack or fissure develops, the interior hydraulic head (up to ca. 6 m) will force water to start flowing facilitating transport. The flowing water may further erode the crack serving as the flow conduit. It is unlikely that species dissolving from the matrix will have a chance to precipitate and clog the pores in spite of the fact that under stagnant conditions such sealing might occur or might even be stimulated. The water containing dissolved radionuclides will enter into the second barrier, if any, and enter the surrounding soil system, where depending on the outflow rate soil erosion may occur. The interaction of released substances with soil will proceed and can be described provided the interaction parameters are known.

5.1.2 Tank Closure

In Figure 16, tank closure is depicted with a break out to show the main long-term release issues indicated. For tank closure, a grout formulation is used to fill the tank and the annulus between the tank liner and tank wall in order to reduce direct emission by restricting water flow and to provide the chemical conditions (pH, redox) which enhance constituent retention. In this case, a range of conditions are relevant: (1) the degree to which the waste is adequately mixed with grout or remains as sludge in the bottom of the tank;
Figure 15. Spent Fuel Pool Scenario With Breakout of Multilayer System Abstraction

Figure 16. Tank Closure Scenario with Breakout of Multilayer System Abstraction
(2) the degree to which the grout interacts with the steel lining, and (3) the extent of contact with CO₂ from the atmosphere and the ingress of water. The interactions at the different material interfaces forms a first step in evaluating long-term processes. In a second step, the quantification of carbonation and oxidation fronts is important because they determine to a large extent the potential mobilization of radionuclides of concern. The formation of cracks in the grout enhances these processes.

5.1.3 Low-level Radioactive Waste Vault

In Figure 17, a low-level radioactive waste vault is depicted with a break out to show the main long-term release interfaces. This case has many similarities with the tank closure in that the development of carbonation and oxidation fronts are important to determine the release behavior of many radionuclides. Evaluation of the interaction at interfaces with or without air space between them is an important first step to quantify the potential release, which may be further augmented by further deterioration of the matrix. Sulfate attack from the waste form into concrete is important in case where sulfate concentrations are elevated in the residual waste or soil.

The most important chemical gradients within and at the boundaries of a cementitious material are with respect to pH, redox, salt (total dissolved ionic content) and, obviously, radionuclide concentrations within cement-stabilized grout and waste forms. The reactions at interfaces are quite complex with the possibility of very substantial changes in pore solution composition and solubility controlling conditions occurring over a relatively small distance. Understanding the processes and conditions at interfaces between dissimilar materials is helpful in deciding whether such reactive zones play an active role in the transport of substances across an interface. Several material interfaces relevant to cementitious materials in nuclear applications are discussed below.

5.1.4 Cementitious Wasteforms and Grouts-Concrete

The interface between cement-stabilized waste and concrete is characterized by a gradient in soluble salts and depending on the nature of the cement used (i.e., reducing waste forms, grouts and concretes), a redox gradient. Different pore structures amongst the two materials can also result in capillary suction between materials across the interface. Cement-stabilized waste forms and grouts may contain substances that can have a detrimental effect on concrete (like sulfates) or chlorides. If there is a void between the concrete and the waste form or grout, then carbonation and oxidation will likely proceed faster in the waste form or grout than in the concrete because porosity is usually lower in concrete. The rate of front movement (especially in pH, carbonation and sulfate) will likely significantly influence the mobility of different elements.

5.1.5 Concrete-Soil Interface

The interface between concrete and a clay barrier, soil or backfill typically is characterized by a large pH gradient. The consequences are re-mineralization reactions which, depending on the nature of the soil, can have surface effects on the concrete (Viani, Torretto & Matzen 1997). Organic matter from soil interacts with the concrete and can potentially mobilize constituents. As long as the monolithic product remains intact, the affected layer is generally limited. Concrete exposed to a moist soil atmosphere will carbonate faster than when exposed to the atmosphere, as the CO₂ concentration in the soil gas phase is generally higher than the CO₂ level in the atmosphere as a consequence of biodegradation of organic matter in soil systems. Modern concretes exposed to soil and other environmental conditions are only slowly carbonated, unlike the much more porous Roman cements used to construct aqueducts. The ancient pozzolans, e.g., volcanic tuff or trass, have rather high porosity, which allows drying to occur more
rapidly and carbonation to penetrate deeper. Lumps of Roman cement, sampled from ancient German aqueducts, were tested for trace element behavior and found to be fully carbonated to the depth of the core (~10 cm) after approximately 2,000 years (van der Sloot et al. 2008b).

5.1.6 Additional Barriers

Additional barriers between grout and surroundings may be steel linings or other additional barriers like high density polyethylene. These will form an effective barrier, until the lining fails, which is likely at a time scale of 1,000s of years. Corrosion of the barrier will be dependent on the interfacial chemistry. The modeling must assume failure at some point in time.

5.2 Multilayer Systems Modeling

The above sections highlight the importance of material interfaces within the CBP reference cases. The chemical interactions between the materials layers in a multilayer system can be studied by applying a saturated system of granular materials of all of these matrices using diffusion as the only transport process (tortuosity of mortar about 10 times higher than stabilized waste and soil). This type of system can elucidate the chemical interactions occurring at interfaces (mobilization and precipitation). The full CSF as derived from modeling the pH-dependence test results for the individual materials of this multilayer system are used as starting point.
In Figure 18 and Figure 19, an example of the modeling is given. Each figure represents the concentrations of speciated solid and liquid phases as a function of depth through a 3-layered system comprising a stabilized waste, a cement mortar and a soil. In order to be able to simulate a response with relative short computational duration, the layers are kept relatively thin (3-cm). The concentrations are shown on both linear (left) and logarithmic (right) scales.

The composition of the stabilized waste (increased sulfate and imposed reducing conditions) and the soil have been modified to force a response to sulfate and Mg from the soil on the cement mortar. In the model run with LeachXS™.ORCHESTRA the distribution over dissolved and solid phases is calculated. Interactions at the interface between the cement matrix and the soil are of particular interest due to the large gradient in pH between the two matrices. To some degree, the soil buffering capacity will neutralize the alkalinity released from the cement-based matrix; however, the buffer capacity of most mortars will exceed that of the soil, implying movement of an alkaline pH front. Since soil organic matter is mobilized at high pH, progression of an alkaline front into the soil may affect transport of species. When an ettringite front develops at the soil-cement interface, species may be incorporated into precipitated ettringite by substitution.

**Figure 18.** LeachXS™.ORCHESTRA Simulation of SO4 and Sr Transport by Diffusion in A 3-layer System of Stabilized Waste/cement Mortar/soil with 3-cm Layers.
In future work, unsaturated conditions with gas interaction will be taken into account. When air can penetrate at the stabilized waste-cement interface then due to carbonation, a substantial gradient may develop at this interface as well.

6.0 LYSIMETER STUDIES FOR RADIOACTIVE WASTE

The use of field lysimeter systems provides the realistic experimental conditions to assess the leachability and durability of radioactive waste. Field lysimeters are devices that are designed to contain waste, soil, and a means of sampling water in a sump at the bottom of the lysimeter. Often pore water samplers are installed, as well as other instrumentation to monitor percolate properties.

Typically, lysimeters are installed in the field with the intention of collecting long-term data on leachability of waste under natural precipitation conditions. Thus, the systems are open to precipitation (and generally plant growth), but are isolated from the subsurface to prevent loss of leachates. Although lysimeters may provide credible field conditions, the leachate results may be difficult to interpret because of limited experimental control of the system. In addition, the

Figure 19. LeachXS™-ORCHESTRA Simulation of Pb and Ca Transport by Diffusion in A 3-layer System of Stabilized Waste/cement Mortar/soil with 3-cm Layers
process of setting up, monitoring, and decommissioning lysimeters can be costly, especially when radioactive species are present. Several projects that used lysimeters to examine the behavior of radionuclides in waste are discussed below.

6.1 Special Waste Forms Lysimeter Project

Starting in 1982, the USDOE sponsored the Special Waste Forms Lysimeter Project, with two sets of lysimeters; one set at an arid site (at Hanford) and another at a humid site (at SRS). Each set of lysimeters consisted of a series of 1.8-m diameter by 3-m deep cylinders, arrayed around an instrument caisson. The wastes were full-size (210 liters) commercial nuclear power plant wastes, solidified in Portland cement, bitumen, or a polymer. Replicate waste forms, of both small and full scale, were leached in laboratory experiments (Arnold et al. 1983) allowing for comparison of field data to lab data at various scales.

Interim results (Skaggs & Walter 1989) of arid site lysimeters at Hanford showed water balance data as well as leaching information after three years of exposure (1984-1987). All the lysimeters contained boiling water reactor wastes, in most cases, solidified with cement. Five of the lysimeters showed breakthrough of $^{60}$Co, but no release of other radionuclides. Between 1 and 6 μCi of $^{60}$Co were detected in percolation waters over about 720 days. Although only a small fraction of the total $^{60}$Co inventory was leached, it was not sorbed onto the lysimeter soil, presumably because the $^{60}$Co was complexed with a chelating agent. By 1992 (eight years of exposure), results indicated that about 27% of the precipitation had percolated through the lysimeters, removing 71-76% of the wastes tritium inventory. Much lower fractional releases (<0.1%) of $^{60}$Co and $^{137}$Cs were also observed (Jones & Serne 1995). Laboratory leach tests conducted on replicate waste forms using a modified ANS 16.1 test showed that large quantities of $^{137}$Cs (80%) leached from the waste in 35 days, while only 0.5% of the $^{60}$Co was released.

Substantially more activity was observed in the leachate from the humid site than the arid site (McIntyre 1987). An anionic form of $^{60}$Co was found in concentrations as high as 1,120 pCi/L in leachates of cement waste forms and 11.1 pCi/L in polymer solidified waste leachates. The polymer waste form released more $^{90}$Sr (up to 6.6 pCi/L) than the cement waste forms. $^{137}$Cs was also observed in leachate from one of the cement waste form lysimeters.

Radial soil cores were taken below the waste forms that showed the distribution of radionuclides in the soil of the lysimeter. In both the arid and humid sites, $^{60}$Co was found to be the most mobile radionuclide, especially from cement waste forms, because a fraction of it was complexed and in an anionic form which was not retained by lysimeter soils. The implication of this study for cement-like waste forms was that anionic radionuclides (e.g., Tc, I, and complexed transition metals) will be difficult to sequester.

6.2 Other Lysimeter Studies

At SRS, 115 lysimeters of various designs were installed, many to investigate leaching of defense wastes. Of these, 12 were small 52 liter lysimeters (upside down plastic carboys with the bottoms cut off) used to study leaching and geochemistry of Pu in SRS soil (Kaplan et al. 2003). The key finding from these studies was that regardless of its original oxidation state, the Pu converted within 33 days to less mobile Pu(IV) form. Pu (VI), a mobile form that was placed in a lysimeter, moved 5 cm over 2 years, implying that it converted to a less soluble form.

Three lysimeters at Savannah River were put in place in 1983-4 containing 9,500 liter saltstone waste-form. One lysimeter had a gravel cap, one a clay cap, and the third was uncapped. Leaching of $^{99}$Tc and nitrate from the uncapped lysimeter was greatest with the highest activity in leachate being 11.9 nCi/L. Leachates of the other lysimeters were consistent with background concentrations (McIntyre, Oblath & Whillhite 1989).
Thirteen years of experimental results from field tests in Russia provide information on leaching and wasteform integrity under simulated repository conditions and more open, subsurface conditions (Ojovan et al. 2002). The materials were sodium nitrate reactor wastes that were incorporated into glass, bitumen and cement waste forms. The cement waste form lost 2.02% of its activity in 13 years while bitumen lost 0.65% and glass 0.007%. Under repository-like conditions, releases were much lower, 0.04, 0.002, and 0.001% for cement, bitumen and glass, respectively. Under these conditions, leach rates appear to reach steady state after about ten years. There was little change in glass waste forms, with the exception of a thin weathering layer detected by x-ray analysis. The cement waste forms were fragile with compressive strengths around 1 MPa and appeared to have undergone deterioration and recrystalization. Bitumen waste forms had become harder and more thermostable over time with the leach rate also decreasing over time.

The USNRC funded a series of lysimeter studies to develop information on low-level waste form behavior (McConnell et al. 1998; Rogers et al. 1989). Epicor-II resin used to decontaminate water from the Three-Mile Island accident was solidified in portland cement and vinyl ester styrene polymer. These experiments ran for ten years and consisted of field tests at Oak Ridge and Argonne National Laboratories. Comparisons were made to two computer models. Cement waste forms retained 90Sr better than VES but on average 65% of 90Sr was leached. An average of 37% of 137Cs was leached. 134/137Cs and 90Sr were detected at the surface of one lysimeter in which unidentified plants had grown and drawn activity up through the roots. Comparison of lysimeter leaching with leach test results indicate that lysimeter releases of 90Sr were at least 100 times lower than leach tests, while for 137Cs releases were 5 orders of magnitude less. These differences include limited contact with percolating water as well as retention of radionuclides on the soil of the lysimeters. Most of the activity remained bound to soil within the first 10-20 cm under the waste forms.

7.0 KNOWLEDGE GAPS AND NEEDS

The most important “gaps” in our knowledge which, when understood in more detail, would lead to greater understanding of long term release from cementitious barriers used in radioactive waste management are summarized below.

7.1 Aging of Cementitious Materials

The chemical and physical aging phenomena for cementitious materials, not uniformly taken into account in most leaching evaluations, may be deleterious or beneficial to long-term performance of cementitious barriers. Enhanced understanding of aging phenomena for cementitious material under credible release scenario conditions will improve prediction of constituent release over extended performance periods.

Aging and leaching evaluation of cementitious materials should take advantage of natural analogues and studies conducted on historical materials. Further investigations are needed to assess the rate of carbonation and oxidation processes and the effect of these aging mechanisms on constituent release. Descriptions of historical situations like the 2000-year-old Roman aqueducts cement and analogues from the waste management field (e.g., radionuclides in waste) or from long-term technical performance studies on concrete in Germany and Sweden also can provide valuable information.

7.2 Chemical Retention of Radionuclides

The thermodynamic data required to properly predict radionuclide behavior under defined chemical conditions in cementitious materials is either lacking or not compiled in a concise, readily available form. This data includes thermodynamic constants for
precipitation, aqueous complexation, sorption to solid phases of cementitious materials and soils, interactions with mobile colloidal organic material and reduction/oxidation. Testing should provide data on pH-dependence, redox capacity, metal (hydr)oxide sorption and organic carbon (total organic carbon and DOC). The use of stable isotope data where radionuclides data is lacking might be feasible. Radioactive decay constants and decay series need to be including in the presented leaching assessment approaches.

7.3 Uniform Testing and Interpretation
The process of leaching assessment would benefit from a uniform approach in terms of guidance documents, a battery of integrated leaching tests, interpretation methodologies, and integrated database of leaching data for relevant materials. Cementitious materials and other radionuclide containing wastes may be assessed by the same set of leaching tests (e.g., pH dependence test, percolation leaching test, and mass transfer test, with redox capacity test where appropriate). Formation of an integrated database of release and chemical retention data for soils and cementitious materials would benefit leaching assessment by providing the ability to directly compare different leaching tests, test conditions and field scale results. Information should include as many constituents as possible (e.g., radionuclides, metals, and primary constituents).

7.4 Systematic Leaching Behavior
Evaluating of the potential sensitivities of systematic leaching behavior to perceived heterogeneities between cementitious material formulations and contaminants can simplify the assessment process considerably. Mixed municipal solid wastes have been found to behave in a remarkably constituent, systematic matter in spite of obvious macroscopic heterogeneities. Similar characteristic behavior is likely for cementitious barrier materials, especially cement-treated wastes, in that the conditions created by the stabilization process tend to make these materials behave more systematically, thereby making the release process more predictable.

7.5 Predominance Diagrams
The use of predominance diagrams developed using thermodynamic data of the major, minor and trace constituents that control conditions in cementious systems can be integrated with the thermodynamic data of radionuclides to the extent available. Predominance diagrams not only allow assessment of pH-pH fields, but also put focus on changes in other chemical retention factors like carbonate, organic matter, and iron oxide. Such insights would be beneficial for defining anticipated initial, intermediate and end point conditions of disposal scenarios without knowing precisely at what time scale such changes may occur.

7.6 Kinetically-Controlled Processes
Investigation of the role of kinetically-controlled reactions would enhance current descriptions of chemical retention for species and conditions where the local equilibrium assuming is not valid. For example, conducting pH-dependence tests at extended contact times, within the practical limitations of maintaining experimental conditions, would improve the understanding of slow chemical reactions.

7.7 Transport in Unsaturated Materials
Using a multi-element mechanistic model to describe transport by solely diffusion processes can be monitored and combined with verification experiments in the laboratory by applying the diffusion tube principle (Schaefer et al. 1995). In the case of reducing materials, experience has already been gained on how to avoid oxidation during the diffusion experiment from work on sediments. The model to describe the multi-element transport behavior of this type is operational in LeachXSTM.
The modeling and experimental work needs to be expanded for different material combinations (grout-cement, cement mortar–bentonite clay, cement mortar–natural soil). Basic information on pH dependent behavior of bentonite and clay used as barrier is currently lacking and needs to be developed. In this modeling, the electrochemical potential is likely to be consideration. This appears to be important, not only in case an electrical potentials is applied, but also for high concentration electrolytic solutions. It would be valuable to compare the effects of Nernst equation methodologies to the traditional diffusion-based approach.

7.8 Comparative Evaluations

Comparative studies, conducted by interpreting model methodologies (e.g., linear sorption vs. mechanistic chemical retention), conceptual models (e.g., cracked vs. uncracked materials), and parameters appear to be a useful tool in development of mechanistic leaching simulation approaches. Good understanding of the limitations and possibilities of various modeling approaches (e.g., $K_d$ approach versus a mechanistic approach) is mandatory. Model runs on the same test data with different model approaches can provide insight in this aspect. In addition, to what extent derived parameters (from analogy in behavior with stable elements) can be used to describe release under a range of experimental test conditions needs to be determined. To date, these derived parameters have not been individually verified by adequate chemical and physical characterization (e.g., ettringite substitution, iron-oxide sorption, organic matter interaction). Understanding of slow chemical reactions.
8.0 REFERENCES


Dijkstra, JJ, van der Sloat, HA & Comans, RNJ 2006, 'The leaching of major and trace elements from MSWI bottom ash as a function of pH and time', Applied Geochemistry, vol. 21, no. 2, pp. 335-351.


Fuhrmann, M & Gillow, J 2009, Fate of uranium in contact with West Valley grouts, draft manuscript.

Review of Mechanistic Understanding and Modeling and Uncertainty Analysis
Methods for Predicting Cementitious Barrier Performance


Langton, C 2009, Reference Cases for Use in the Cementitious Barriers Partnership, SRNL-STI-02009-00005, United States.


Meeussen, JCL 2009, *unpublished work*, Energy Research Centre of the Netherlands, Petten, the Netherlands.

Meima, JA & Comans, RNJ 1998, 'Application of surface complexation/precipitation modeling to contaminant leaching from weathered municipal solid waste incinerator bottom ash', *Environmental Science and Technology*, vol. 32, no. 5, pp. 688-693.


Musić, S & Ristić, M 1988, 'Adsorption of trace elements or radionuclides on hydrous iron oxides', *Journal of Radioanalytical and Nuclear Chemistry*, vol. 120, no. 2, pp. 289-304.


Review of Mechanistic Understanding and Modeling and Uncertainty Analysis Methods for Predicting Cementitious Barrier Performance


Perkins, RB & Palmer, CD 2000, 'Solubility of Ca₆[Al(OH)₆]₂(CrO₄)₃·26H₂O, the chromate analog of ettringite; 5-75°C', *Applied Geochemistry*, vol. 15, no. 8, pp. 1203-1218.


Review of Mechanistic Understanding and Modeling and Uncertainty Analysis
Methods for Predicting Cementitious Barrier Performance


van der Sloot, HA, van Zomeren, A, de Nie, DS & Meeussen, JCL 2007a, pH and Redox Effect of Construction Materials (in Dutch), ECN-E-07-093, Energy Research Centre of the Netherlands, Petten, the Netherlands.


White, MD & Oostrom, M 1996, STOMP, Subsurface Transport Over Multiple Phases, Theory Guide, PNNL-11217, Pacific Northwest National Laboratory, Richland, WA.


APPENDIX A. Comparison of Leaching Results from Cement Mortars

Cement mortars studied in ECRICEM I and II (2001 and 2008) are presented in Table A.1.

Table A.1. Cementitious materials studied.

<table>
<thead>
<tr>
<th>Material Type</th>
<th>Material Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commercial Portland Cement</td>
<td></td>
</tr>
<tr>
<td>CEM I</td>
<td>Clinker, gypsum, filler</td>
</tr>
<tr>
<td>CEM I</td>
<td>Clinker, gypsum</td>
</tr>
<tr>
<td>CEM I</td>
<td>Clinker, gypsum, filler</td>
</tr>
<tr>
<td>CEM II-L</td>
<td>Clinker, gypsum, limestone (14 %)</td>
</tr>
<tr>
<td>CEM I</td>
<td>Clinker, gypsum</td>
</tr>
<tr>
<td>CEM I</td>
<td>Clinker, gypsum, filler</td>
</tr>
<tr>
<td>CEM I</td>
<td>Clinker, gypsum, filler</td>
</tr>
<tr>
<td>CEM I</td>
<td>Clinker, gypsum, filler</td>
</tr>
<tr>
<td>CEM I</td>
<td>Clinker, gypsum</td>
</tr>
<tr>
<td>CEM HS</td>
<td>Clinker, gypsum</td>
</tr>
<tr>
<td>Slag Cement</td>
<td></td>
</tr>
<tr>
<td>CEM II/B</td>
<td>80% GBFS</td>
</tr>
<tr>
<td>CEM II/B 32.5 N</td>
<td>66% GBFS</td>
</tr>
<tr>
<td>CEM II/B-S 32.5 R</td>
<td>29% GBFS</td>
</tr>
<tr>
<td>CEM II/B-S 32.5 R</td>
<td>29% GBFS</td>
</tr>
<tr>
<td>CEM II/A-S 32.5 R</td>
<td>20% GBFS</td>
</tr>
<tr>
<td>CEM II/A 32.5</td>
<td>69% GBFS + 5% LS</td>
</tr>
<tr>
<td>CEM II/A-S 32.5 R</td>
<td></td>
</tr>
<tr>
<td>CEM II/B-S 32.5 R</td>
<td></td>
</tr>
<tr>
<td>Composite Cement (with one component)</td>
<td></td>
</tr>
<tr>
<td>CEM II/B-V 32.5 N</td>
<td>33% FA</td>
</tr>
<tr>
<td>CEM II/A-V 42.5 N</td>
<td>10% FA</td>
</tr>
<tr>
<td>CEM II/A-V</td>
<td>with chromate reduction and 17% FA</td>
</tr>
<tr>
<td>CEM II/B-Q</td>
<td>32% P</td>
</tr>
<tr>
<td>CEM II/B-P 32.5 R</td>
<td>26% Trass (P)</td>
</tr>
<tr>
<td>CEM II/B-L</td>
<td>28% LS</td>
</tr>
<tr>
<td>CEM II/A-L 32.5 R</td>
<td>13% LS</td>
</tr>
<tr>
<td>CEM II/A-LL 32.5 R</td>
<td>13% LS</td>
</tr>
<tr>
<td>Composite Cements (with more than one component)</td>
<td></td>
</tr>
<tr>
<td>CEM V/A 32.5 N</td>
<td>32% GBFS+20% FA</td>
</tr>
<tr>
<td>CEM V/A 32.5 N</td>
<td>23% GBFS+22% FA</td>
</tr>
<tr>
<td>CEM II/B-M 32.5 R</td>
<td>33% GBFS+9% LS</td>
</tr>
<tr>
<td>CEM IV/A 32.5 R</td>
<td>15% FA+17% P</td>
</tr>
<tr>
<td>CEM II/B-M 32.5 R</td>
<td>14% GBFS+12% LS+5% FA</td>
</tr>
<tr>
<td>CEM II/B-T 42.5 R</td>
<td>Burnt Oil Shale</td>
</tr>
<tr>
<td>Portland Cements</td>
<td></td>
</tr>
<tr>
<td>CEM I</td>
<td>without LD slag in raw mix</td>
</tr>
<tr>
<td>CEM I</td>
<td>with LD slag in raw mix</td>
</tr>
<tr>
<td>CEM I 42.5 R</td>
<td>with chromate reduction</td>
</tr>
</tbody>
</table>

Notes:
GBFS = granulated blast furnace slag
FA = fly ash
LD = Linz-Donawitz
LS = limestone
P = pozzolan
APPENDIX B. Comparison of Leaching Test Results from Portland Cement Mortar, Blended Cement Mortar, Stabilized Waste and Roman Cement Mortar.

In the graphs shown below the leaching behavior as a function of pH (pH dependence test) and as a function of time (monolith leach test) for the following materials are given:

- CEM I cement mortar
- CEM II/B 20% FA
- Roman cement 2000 year (fully carbonated)
- CEM III/B 80% GBFS
- CEM V/A 32%GBFS+20%FA
- CEM II/B 29% GBFS
- CEM II/B 33% FA
- Cement stabilized MSWI fly ash

Graphs for the following elements are given in the figures indicated:

- Fig. B.1. Al, As, B
- Fig. B.2. Ba, Ca, Cd
- Fig. B.3. Cl, Co, Cr
- Fig. B.4. Cu, Fe, K
- Fig. B.5. Li, Mg, Mn
- Fig. B.6. Mo, Na, Pb
- Fig. B.7. SO4 as S, Sb, Se
- Fig. B.8. Si, Sn, SO4
- Fig. B.9. Sr, V, Zn
- Fig. B.10. DOC

The first graph gives the release as a function of pH, the second graph shows the concentration in eluates from the monolith leach test as a function of time. The third graph shows the cumulative release expressed in mg/m² as a function of time and the fourth graph shows the pH as a function of time (days).

The Roman is fully carbonated, which is reflected in the behavior of many elements, but in particular in Ca, Mg, and Sr.
Figure B.1. Aluminum, arsenic and boron leaching results from several cementitious materials.
Figure B.2. Barium, calcium and cadmium leaching results from several cementitious materials.
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Figure B.3. Chloride, cobalt, and chromium leaching results from several cementitious materials.
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Concentration of Cu as function of pH

Concentration of Cu as function of time

Cumulative release of Cu

pH development as function of time

Concentration of Fe as function of pH

Concentration of Fe as function of time

Cumulative release of Fe

pH development as function of time

Concentration of K as function of pH

Concentration of K as function of time

Cumulative release of K

pH development as function of time

Figure B.4. Copper, iron and potassium leaching results from several cementitious materials.
Figure B.5. Lithium, magnesium and manganese leaching results from several cementitious materials.
Figure B.6. Molybdenum, sodium and lead leaching results from several cementitious materials.
Figure B.7. Sulfur, antimony and selenium leaching results from several cementitious materials.
Figure B.8. Silicon, tin and sulfate leaching results from several cementitious materials.
Figure B.9. Strontium, vanadium and zinc leaching results from several cementitious materials.
Figure B.10. Acid neutralization capacity of stabilized MSWI fly ash and roman cement.
APPENDIX C. Acid Neutralization Capacity.

The acid neutralization capacity (ANC) in combination with field exposure properties like acidification, carbonation and other sources of neutralization dictate how long it takes for the surface of the specimen to be neutralized. This will in turn lead to another leaching characteristic than the fresh product.

The pH dependence test provides a very valuable means of evaluating environmental behavior of cement mortar than any other test. The pH dependence test data cover a wide range of potential exposure conditions – service life (own pH and externally imposed pH), recycling stage as aggregate and end-of-life conditions after full carbonation.

The results derived from the pH dependence test for the cements studied in ECRICEM I and II are given to indicate generic behavior in Figure C.1. Blended cements generally show a lower ANC than regular Portland cements.

The ANC of cement-based products is high (Figure C.1). Therefore only the surface of cement-based products can be neutralized and thus shows leaching characteristics corresponding to the neutral pH. Element solubility is controlled by different conditions within the mortar and on the surface of a carbonated specimen. Since the surface is in direct contact with the surrounding environment, this condition is more determining for the release than the highly alkaline interior of the material.

![Figure C.1. Acid neutralization capacity of cement mortars from the pH dependence leaching test.](image)
APPENDIX D. Chemical Speciation Modeling.

In this appendix, the results of multi-element modeling of pH dependence test data are provided using LeachXS-ORCHESTRA. The starting point for the modeling is the determination of the available content (i.e., the maximum concentration as observed in the pH dependence leaching test) and some additional parameters like pe + pH, LS ratio, solid organic matter content, dissolved organic matter content, reactive iron-oxide phases and a selection of minerals.

An example, input specification is given in Figure D.1:

<table>
<thead>
<tr>
<th>Prediction case</th>
<th>DOC/DHA dat:</th>
<th>pHOC</th>
<th>DHA fraction</th>
<th>Polynomial coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speciation session</td>
<td>CEM I D2</td>
<td>1.00E-06</td>
<td>0.50E-07</td>
<td>C0</td>
</tr>
<tr>
<td>Material</td>
<td>Cement mortar CEM I D2</td>
<td>3.76E-06</td>
<td>0.30E-07</td>
<td>C1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.00E-06</td>
<td>0.25E-07</td>
<td>C2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.28E-06</td>
<td>0.20E-07</td>
<td>C3</td>
</tr>
</tbody>
</table>

Solved fraction DOC

<table>
<thead>
<tr>
<th>DOC/DHA dat:</th>
<th>DOC (kg/l)</th>
<th>DHA fraction (HA) (kg/l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>pHOC</td>
<td>1.00E-06</td>
<td>0.50E-07</td>
</tr>
<tr>
<td>pH</td>
<td>3.76E-06</td>
<td>0.30E-07</td>
</tr>
<tr>
<td></td>
<td>5.00E-06</td>
<td>0.25E-07</td>
</tr>
<tr>
<td></td>
<td>7.28E-06</td>
<td>0.20E-07</td>
</tr>
</tbody>
</table>

LS ratio

| LS | 10.100 I/kg |

Cl-

| Cl- | 1.00E+01 kg/kg |

Clay

| Clay | 0.00E+00 kg/kg |

HFO

| HFO | 1.00E-04 kg/kg |

SHA

| SHA | 2.500E-04 kg/kg |

Reactant concentrations

<table>
<thead>
<tr>
<th>Reactant</th>
<th>mg/kg</th>
<th>Reactant</th>
<th>mg/kg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag+</td>
<td>not measured</td>
<td>Mg+2</td>
<td>4.306E+03</td>
</tr>
<tr>
<td>AI-3</td>
<td>2.017E+03</td>
<td>Mn+2</td>
<td>6.155E+01</td>
</tr>
<tr>
<td>H3AsO4</td>
<td>5.781E-01</td>
<td>MoO4-2</td>
<td>2.793E-01</td>
</tr>
<tr>
<td>H3BO3</td>
<td>3.061E+01</td>
<td>Na+</td>
<td>2.717E+02</td>
</tr>
<tr>
<td>Bar+2</td>
<td>2.771E+01</td>
<td>NH4+</td>
<td>not measured</td>
</tr>
<tr>
<td>Br-</td>
<td>not measured</td>
<td>Ni+2</td>
<td>2.211E+02</td>
</tr>
<tr>
<td>Ca+2</td>
<td>9.798E+04</td>
<td>NO3-</td>
<td>2.017E+01</td>
</tr>
<tr>
<td>Cd+2</td>
<td>5.057E+03</td>
<td>PO4-3</td>
<td>1.153E+00</td>
</tr>
<tr>
<td>Cl-</td>
<td>5.000E+01</td>
<td>Pb+2</td>
<td>2.538E+00</td>
</tr>
<tr>
<td>CrO4-2</td>
<td>2.166E+00</td>
<td>SO4-2</td>
<td>2.586E+03</td>
</tr>
<tr>
<td>Cu2+</td>
<td>4.991E+00</td>
<td>Sb[OH]5-</td>
<td>3.489E-01</td>
</tr>
<tr>
<td>Fe+3</td>
<td>5.000E+01</td>
<td>SeO4-2</td>
<td>4.196E+00</td>
</tr>
<tr>
<td>Fe+3</td>
<td>1.591E+02</td>
<td>H4SiO4</td>
<td>1.153E+03</td>
</tr>
<tr>
<td>H2CO3</td>
<td>8.000E+03</td>
<td>Sr+2</td>
<td>2.620E+02</td>
</tr>
<tr>
<td>Hg+2</td>
<td>not measured</td>
<td>Th+4</td>
<td>not measured</td>
</tr>
<tr>
<td>I-</td>
<td>not measured</td>
<td>UO2+</td>
<td>not measured</td>
</tr>
<tr>
<td>K+</td>
<td>2.456E+03</td>
<td>VO2+</td>
<td>7.206E+01</td>
</tr>
<tr>
<td>Li+</td>
<td>4.880E+00</td>
<td>Zn+2</td>
<td>2.188E+01</td>
</tr>
</tbody>
</table>

Selected Minerals

<table>
<thead>
<tr>
<th>Reactant</th>
<th>Selected Minerals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag+</td>
<td>AA_2CaO_Ai2O3_8H2O[s]</td>
</tr>
<tr>
<td>Al3+</td>
<td>AA_2CaO_Ai2O3_SI2O8H2O[s]</td>
</tr>
<tr>
<td>H3AsO4</td>
<td>AA_2CaO_Fe2O3_8H2O[s]</td>
</tr>
<tr>
<td>H3BO3</td>
<td>AA_2CaO_Fe2O3_SI2O8H2O[s]</td>
</tr>
<tr>
<td>Bar+2</td>
<td>AA_3CaO_Ai2O3_6H2O[s]</td>
</tr>
<tr>
<td>Br-</td>
<td>AA_3CaO_Fe2O3_6H2O[s]</td>
</tr>
<tr>
<td>Ca+2</td>
<td>AA_3CaO_Fe2O3_11H2O[s]</td>
</tr>
<tr>
<td>Cd+2</td>
<td>AA_3CaO_Fe2O3_11H2O[s]</td>
</tr>
<tr>
<td>Cl-</td>
<td>AA_Ai[OH]3[am]</td>
</tr>
<tr>
<td>Cr+3</td>
<td>AA_Anhydrite</td>
</tr>
<tr>
<td>Cu2+</td>
<td>AA_Amethystite</td>
</tr>
<tr>
<td>Fe+3</td>
<td>AA_Bruicate</td>
</tr>
<tr>
<td>H2CO3</td>
<td>AA_Calcite</td>
</tr>
<tr>
<td>Hg+2</td>
<td>AA_Calcite</td>
</tr>
<tr>
<td>I-</td>
<td>AA_Calcite</td>
</tr>
<tr>
<td>K+</td>
<td>AA_Gypsum</td>
</tr>
<tr>
<td>Li+</td>
<td>AA_Gypsum</td>
</tr>
<tr>
<td>Pb2V2O7</td>
<td>AA_Gypsum</td>
</tr>
<tr>
<td>PbMoO4[c]</td>
<td>AA_Gypsum</td>
</tr>
</tbody>
</table>

Figure D.1. Example input specification for speciation modeling of cement mortars using LeachXS-ORCHESTRA.
Figure D.2. Aluminum, calcium and silicon speciation modeling results for a cementitious mortar.
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Figure D.3. Barium, sulfate and strontium speciation modeling results for a cementitious mortar.
Figure D.4. Iron, magnesium and manganese speciation modeling results for a cementitious mortar.
Figure D.5. Phosphate, selenate and chromate speciation modeling results for a cementitious mortar.
Figure D.6. Arsenate, borate and molybendate speciation modeling results for a cementitious mortar.
Figure D.7. Antimony, vanadium and potassium speciation modeling results for a cementitious mortar.
Figure D.8. Copper, nickel, and lead speciation modeling results for a cementitious mortar.
Figure D.9. Zinc, lithium and sodium speciation modeling results for a cementitious mortar.
Appendix E. Comparison of Stabilized Hazardous Waste and Simulation Grout.

In the graphs shown below, the leaching behavior as a function of pH (pH dependence test) and as a function of time (monolith leach test) for the following materials is given:

- Material blank (MBD)
- Stabilized waste mix (SWD)
- Academic mix (AMD)
- Cement stabilized MSWI fly ash NL
- Cement stabilized MSWI fly ash NL
- Cement stabilized MSWI fly ash UK
- Cement stabilized MSWI fly ash UK

Graphs for the following elements are given in the figures indicated:

- Fig. E.1. Al, As, B
- Fig. E.2. Ba, Ca, Cd
- Fig. E.3. CN total, CN volatile, Co
- Fig. E.4. Cr, Cs, Cu
- Fig. E.5. F, Fe, Hg
- Fig. E.6. I, K, Li
- Fig. E.7. Mg, Mn, Mo
- Fig. E.8. Na, Ni, P
- Fig. E.9. Pb, Rb, Re
- Fig. E.10. SO₄ as S, Sb, Se
- Fig. E.11. Si, Sn, Sr
- Fig. E.12. U, V, Zn

The first graph gives the release as a function of pH, the second graph shows the concentration in eluates from the monolith leach test as a function of time. The third graph shows the cumulative release expressed in mg/m² as a function of time and the fourth graph shows the pH as a function of time (days).
Figure E.1. Aluminum, arsenic and boron leaching results.
Figure E.2. Barium, calcium and cadmium leaching results.
Figure E.3. Total cyanide, volatile cyanide and cobalt leaching results.
Figure E.4. Chromium, cesium and copper leaching results.
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Figure E.5. Fluoride, iron and mercury leaching results.
<table>
<thead>
<tr>
<th>Compound</th>
<th>Function</th>
<th>Concentration (mg/l)</th>
<th>pH</th>
<th>Time (days)</th>
<th>Cumulative Release (mg/m²)</th>
<th>pH Development</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iodine</td>
<td>as function of pH</td>
<td>Concentration</td>
<td>pH</td>
<td>0.01 0.1 1 2 4 6 8 10 12</td>
<td>Cumulative release</td>
<td>pH development</td>
<td>Concentration of I as function of pH</td>
</tr>
<tr>
<td></td>
<td>as function of time</td>
<td>Concentration</td>
<td>pH</td>
<td>0.01 0.1 1 10 100 1000</td>
<td>Cumulative release</td>
<td>pH development</td>
<td>Concentration of I as function of time</td>
</tr>
<tr>
<td></td>
<td>Cumulative release of I</td>
<td>Cumulative release</td>
<td>pH</td>
<td>0.01 0.1 1 10 100 1000</td>
<td>Cumulative release</td>
<td>pH development</td>
<td>Cumulative release of I</td>
</tr>
<tr>
<td></td>
<td>pH development as function of time</td>
<td>pH development</td>
<td>pH</td>
<td>0.01 0.1 1 10 100 1000</td>
<td>Cumulative release</td>
<td>pH development</td>
<td>pH development as function of time</td>
</tr>
</tbody>
</table>

**Figure E.6.** Iodine, potassium and lithium leaching results.
Figure E.7. Magnesium, manganese and molybendum leaching results.
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Figure E.8. Sodium, nickel and phosphorus leaching results.
Figure E.9. Lead, rubidium and rhenium leaching results.
Figure E.10. Sulfur, antimony and selenium leaching results.
Figure E.11. Silicon, tin and strontium leaching results.
Figure E.12. Uranium, vanadium and zinc leaching results.
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ABSTRACT

The objective of this chapter provide a summary of thermodynamic databases that have been used and are available to predict 1) equilibrium phase assemblages in cementitious materials and 2) the impact of sorption processes on the concentrations of ionic species in an aqueous phase in contact with cementitious materials and soils. In addition, a brief summary of approaches to thermodynamic modeling is provided.

1.0 INTRODUCTION

The specific chemical form of individual substances defines to a large extent how constituents present in materials are distributed amongst solid phases and susceptible to reactive transport processes. For cementitious materials and barriers, multi-phase thermodynamic equilibrium and reactive transport are the basis for understanding the distribution and release of solid phase constituents, either primary matrix components or trace constituents of concern, and the ingress of chemical species that may cause transformations of the properties of the material (e.g., chemical degradation). Chemical “speciation” refers to the different chemical forms in which an element may be present, such as, free ions, dissolved complexes, mineral phases, other solid phases, ions adsorbed onto hydrated mineral surfaces or dispersed as colloids. In addition to chemical speciation, the mobility of contaminants in the environment is also a function of transport processes (convection, diffusion) and time-dependent processes, such as, chemical reactions (represented as reaction kinetics) and slow changes in the geochemical properties of materials (e.g., weathering/aging reactions). Table 1 provides a summary of the typical interactions considered for systems comprised of cementitious materials and trace ionic species, such as, radionuclides and metals.

Thermodynamic data form the basis for chemical speciation modeling of equilibrium and reactive transport of constituents within cementitious materials. These data consist of reliable equilibrium constants for the (1) dissolution and precipitation of solid phases of interest between aqueous and solid phases and (2) formation of dissolved species in aqueous solution. Several databases are available which contain information for the matrix phases present in cementitious materials and for phases and elements found in a variety of waste streams including radionuclides.

In practice however, there are many instances, where thermodynamic data are limited, have not been measured, or where it is not possible to provide accurate quantification of the equilibrium
chemistry and individual solid-liquid partitioning processes. In such cases, partition coefficients ($K_d$) are often used as an approximation to describe and predict the concentrations of ionic species in the aqueous phase relative to the concentrations in the associated solid phases. They are applicable under specific conditions where sorption and desorption processes are the dominant partitioning mechanism (i.e., dilute solutions), rather than when aqueous saturation of a species with respect to a specific mineral phase or congruent dissolution are the controlling partitioning mechanisms. Partition coefficients are linear extrapolations of an empirical value applicable to a specific set of chemical conditions (solid phases, aqueous concentration, ionic strength, pH, temperature, etc.). Partition coefficients are not mechanistic except in the Henry’s Law regime (i.e., very dilute solution) and therefore their application to aqueous concentrations and conditions beyond their initial definition should be performed with care. Often in practice, $K_d$ values are extrapolated to extend the range of estimating partitioning beyond where measurements are available.

### 1.1 Mechanistic and Deterministic Models

Models used to describe speciation may be either empirical, mechanistic, or a combination thereof. Empirical models typically are case and material specific and are based on specific experiments or observations, which limit their extension to predictions beyond the conditions of their initial definition. Since fundamental processes on a molecular scale are valid across a wide variety of materials, application scenarios, and environmental conditions, models that explicitly reflect individual component chemical processes (hereafter referred to as mechanistic models) have a much wider applicability than empirical models. Examples of empirical models include linear partition coefficients and Freundlich adsorption models.
During the past decades, mechanistic models have been developed that describe the chemical interactions that various cementitious phases and inorganic contaminants undergo as the result of aging and exposure to environmental conditions (including contact with soils, sediments, and the aquatic environment). In addition, mechanistic models have been developed to describe sorption processes on reactive surfaces (clay minerals, natural organic matter and iron (hydr)oxides)\(^1\) found in natural and anthropogenic environments. Several models include “generic” thermodynamic and sorption binding parameter data sets which have been derived for a wide range of inorganic species which are frequently of interest, such as, various metals, oxyanions and radionuclides. These models can be applied to a variety of systems and conditions.

Due to the process-based character of the underlying process models and parameter data amongst material systems and scenarios, a mechanistic geochemical modeling approach is well suited for predicting long-term release properties from contaminated materials in the environment.

1.1.1 Internal Consistency of the Mechanistic Modeling Approach

The long-term predictive value of a mechanistic model strongly depends on the way the model is parameterized, i.e., the way in which the specific thermodynamic and sorption parameters and estimates of material-specific properties/input parameters are selected for use in the model. The mechanistic modeling approach described in this chapter relies on consistency between the:

- Hypothesized component processes (i.e., system conceptual model),
- Chosen (sorption) sub-models to simulate these processes,
- Necessary model input parameters, and
- Experimental methods or pre-existing data to define these parameters.

For the selection of sub-models (e.g., sorption), models are preferred for which “generic” parameter sets for a wide range of substances (major, minor and trace constituents) have been derived. Although such generic parameter sets may not provide the best description of measurements for a particular system, these parameter sets are internally consistent and are therefore more generally valid. In addition, when the purpose is to model long-term and complex (natural and waste) systems, there is a need for parameter sets that cover a broad range of major, minor and trace elements in order to account for multi-component interactions. Examples of multi-component interactions are competition between different elements for the (limited) sorption “sites” on reactive surfaces, as well as the formation of precipitates and soluble complexes.

In order to achieve a generally valid modeling approach, the models and associated parameter sets selected must have consistent reference states and underlying assumptions. Only peer-reviewed thermodynamic and binding parameter data should be used. In this respect, it is important to note that mechanistic sorption models and associated generic parameter sets may not be available for all of the potentially important sorption processes. In those cases, an attempt can be made to derive the necessary sorption characteristics from those of similar reactive surfaces for which this type of information is available. When sorption models are used in this way the amount of the reactive surface area of this material also must be determined. Important reactive surfaces that are treated in this way include amorphous and crystalline iron and aluminum (hydr) oxides, clays, and reactive fractions of dissolved and particulate organic matter (humic and fulvic acids).

\(^1\) The terminology (hydr)oxides refers to the range of hydrated states of metal oxide surfaces (e.g., iron, aluminum, manganese).
A number of widely used (geo)chemical reaction or thermodynamic and binding parameter databases and sorption models are discussed in the sections that follow. In each case, the models and databases are internally consistent in the way that they are initially formulated (e.g., reference state, temperature, units). However, transfer of database information (parameters or sub-models) from one modeling framework to another must be accomplished with care to insure that internal consistency is maintained.

1.2 Database vs. Conceptual Model

A clear distinction is needed between a thermodynamic database and a thermodynamic conceptual model. The thermodynamic database contains stability constants derived from experimental work and parameters which are used as input for models describing sorption processes (e.g., iron-oxide and organic matter), dissolution and precipitation, and aqueous speciation (e.g., complexation and chelation reactions).

A conceptual thermodynamic model includes a number of important aspects:

- Definition of the scenario to be evaluated including identification of the control volume, key processes taking place, bulk and trace element chemistry, solid phases present (including amorphous phases and solid solutions such as C-S-H and trace species incorporated in ettringite), and boundary conditions;
- Methods for calculating activity coefficients (e.g., Debye-Hückel, Pitzer);
- Reaction temperature dependence (e.g., Van’t Hoff, empirical reaction constant temperature coefficients, temperature-dependent heat capacity);
- Models and parameters for binding to solid phases (e.g., empirical equations, surface complexation, ion-exchange); and
- Models and parameters for aqueous phase speciation (e.g., aqueous complexation, association with dissolved organic carbon).

Each feature of the model will have its own set of coefficients that must be included in the thermodynamic database. However, for each of the enumerated aspects, there are multiple valid approaches for construction a system model. Because there are no truly ab initio calculations (calculations on a molecular statistical thermodynamics basis without underlying measured coefficients), the only way to test a conceptual model is to compare model predictions to measured data.

In theory, for a given conceptual model, one could optimize the thermodynamic parameters to best agree with a single observation. In practice, however, one tries to achieve a conceptual model that can handle a range of scenarios and conditions with minimal or no change in thermodynamic properties. To achieve this, the researcher seeks a constrained optimization where, for a given conceptual model, the model calculation “best” agrees with the full range of scenarios.

2.0 THERMODYNAMIC DATA SOURCES AND TYPES

2.1 Equilibrium Between Solid Phases and Dissolved Species

The minimum thermodynamic data required to calculate equilibrium between dissolved species and precipitated solid phases consists of a complete set of solid phase formation reactions\(^2\) plus solubility:

---

\(^2\) Formation reactions are the stoichiometric chemical equations for the precipitation and dissolution equilibrium between the solid and aqueous phases. Solubility constants are the equilibrium constants for the formation reactions assuming that the solid phase has unit activity.
constants. The minimum thermodynamic data required to calculate equilibrium concentrations of soluble species consists of aqueous formation reaction equations, including the complete reaction stoichiometry of the aqueous species plus an accompanying equilibrium constant. To describe the temperature dependence of a reaction, entropy and enthalpy changes are needed to calculate the theoretical temperature dependency of the reaction constants.

Formation constants of aqueous species and solid phases are based on (assumed) chemical equilibrium. In practice, chemical equilibrium between solid and liquid phases is rarely met, while equilibrium amongst dissolved aqueous species is achieved rapidly. In short-term laboratory leaching experiments, concentrations have been shown to approach equilibrium even in case of strongly heterogeneous waste materials (Dijkstra et al., 2006a). In case of slow dissolution–precipitation reactions, a kinetic description (formation/solubility as a function of time) is required to reflect the extent of approach to equilibrium, either on an empirical basis or a thermodynamic basis where the difference in Gibbs Free energy between the current system state and the equilibrium state provides the driving force for reaction. Kinetic parameters, however, are rarely available for most chemical reactions.

Compilations of thermodynamic data commonly used in equilibrium computer speciation software are available for public use. These databases consist of reactions, constants and parameters for the formation of solid phases and dissolved species. Publically available databases applicable to the CBP project are described below.

2.1.1 MINTEQA2 Database

The MINTEQA2 V4 chemical reaction database version 4 (U.S. EPA, 1999) is freely available on the Internet (http://www.rockware.com/product/data.php?id=132; see also, http://www.epa.gov/ceampubl/mmedia/miniqe/) in different formats compatible with common geochemical speciation programs (MINTEQ, Geochemist’s WorkBench, PHREEQC). It contains a large set of aqueous complexation and precipitation reactions and probably is the most extensively used source of thermodynamic data for chemical speciation purposes in the world. Thermodynamic data in version 4.0 and later versions have been expanded and been strongly improved over earlier versions. The main difference with other commonly used thermodynamic databases is that version 4.0 and later versions rely largely on the Critically Selected Stability Constants of Metal Complexes Database published by the National Institute of Standards and Technology (NIST). This NIST database includes an objective evaluation of the quality of the thermodynamic data. This database contains solubility constants for a number of solid phases that are constituents of cementitious materials. Furthermore, it contains thermodynamic data for a limited set of radioactive elements, and a set of surface complexation reactions for the Generalized Two Layer Model (GTLM) of Dzombak and Morel (1990).

2.1.2 Lawrence Livermore National Laboratory Database

The Lawrence Livermore National Laboratory (LLNL) thermodynamic database is the default thermodynamic database used in the popular geochemical speciation program Geochemist's Workbench (Bethke, 1998). Like MINTEQA2, this database (referred to as thermo.com.V8R6230, available at http://www.rockware.com/product/data.php?id=132) contains many aqueous complexation and precipitation reactions with references to the original literature sources. The LLNL database is also available in different formats, such as a format compatible with PHREEQC. In comparison with the MINTEQA2 database the LLNL thermo.com. V8R6230 database contains a much larger data set for
radioactive elements. However, this database does not contain thermodynamic data for adsorption reactions.

2.1.3 Yucca Mountain Geochemistry Database

A database (data0.ymp.R2) that includes thermodynamic data, sorption parameters and radionuclide $K_d$ values for cement and geologic materials was developed for the Yucca Mountain Geologic Repository Project and was extensively reviewed.

2.1.4 Nagra/PSI Thermodynamic Database


2.1.5 CEMDATA07

The Lothenbach et al. (2007 and 2008) cements database, CEMDATA07, was developed within the context of and supplements the Nagra / PSI database. This database is the most complete set of thermodynamic cement chemistry reactions (available at http://www.empa.ch/plugin/template/empa/*/74250/---/l=1). CEMDATA07 has detailed information on cement hydration phases and includes descriptions of the behavior of major elements in cement chemistry (e.g., calcium, alumina, silica). CEMDATA07 was developed by combining the equilibrium model GEMS (http://gems.web.psi.ch/) and the Nagra/PSI database. This database has no sorption data and does not contain radionuclide information.

2.1.6 Japanese Atomic Energy Agency Database

The Japanese Atomic Energy Agency (JAEA) developed a thermodynamic database that includes a wide range of radioactive species. This database can be downloaded in different formats, such as the one for PHREEQC (available at http://migrationdb.jaea.go.jp/english.html). The database is quite extensive but English documentation is limited. With respect to speciation of radionuclides, this database may be a valuable addition to MINTEQA2 v4. Data on adsorption reactions for radionuclides and other species are included in this database.

2.1.7 Thermoodooem Database

In France, the Bureau de Recherches Géologiques et Minieres (BRGM) has taken the initiative to collect thermodynamic data and provide detailed descriptions of the possible relevance of minerals for use in given situations (Piantone et al. 2006). So, in contrast with the other databases described here, the Thermoddem database (available at http://thermoddem.brgm.fr/presentation.asp) not only contains a large set of chemical reactions, but helps users select a subset of relevant reactions for specific materials (e.g., cement, soil, fly ash) and conditions. Consequently this database is potentially useful for non-specialist users. For example, selecting a solid phase only found under very special exposure conditions for solving an ambient temperature problem is identified as being unlikely.

2.1.8 Additional Database for Selected Solid Solutions

In cement paste and mortar, the anion precipitation has been described as a solid solution in ettringite (Klemm 1998). The parameters for CrO$_4^{2-}$, AsO$_3^{3-}$, MoO$_4^{2-}$, VO$_4^{3-}$, PO$_4^{3-}$, SeO$_3^{2-}$, SO$_4^{2-}$, BO$_3^{3-}$, Ba$^{2+}$ and...
Sr$^{2+}$ have been derived from modeling the dissolved concentration as obtained from two cement mortars (prepared according to EN 197-1) and tested in a pH dependence leaching test (CEN/TS 14429). One of the two cements is a regular Portland cement and the other a cement with increased trace element levels prepared in a small kiln. Stability constants are provided in Table 2.

Other cement mortars with varying concentrations of oxyanions and cement stabilized wastes modeled with these parameter settings generally indicate good agreement between measured and predicted concentrations. Obviously, independent experimental verification of the constants is desirable, but at present the descriptions provide an adequate quantification, which provides adequate prediction even at low liquid to solid conditions such as occurs for pore water, which is very helpful in subsequent transport modeling runs.

Solid solutions can be modeled as ideal solid solutions described by (Parkhurst and Appelo, 1999).

This means that the activity of each member phase is equal to its mole fraction. By choosing the solubility products of the end members equal to the equivalent pure phases, the solid solution will always be less soluble than the pure phases of any of the member solids. As a result, the pure phases will not form in the calculations. The solid solution will dissolve completely if the product of saturation indices of all member phases is less than 1.

### 2.2 Sorption of Soluble Species on Solid Surfaces

In addition to the formation of solution complexes and precipitates, sorption processes influence the distribution of ions and chemicals dissolved in an aqueous phase that is in contact with solids. Sorption processes can occur between dissolved ions or molecules and suspended colloids, including large organic molecules of natural origin (e.g., humic substances), organic material, or inorganic solids.

<table>
<thead>
<tr>
<th>Formula</th>
<th>(\log(K_{so}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{Ca}_6(\text{Al(OH)₄})_2(\text{SO}_4)<em>3(\text{OH})</em>{12}\text{H}_2\text{O})</td>
<td>45</td>
</tr>
<tr>
<td>(\text{Ca}_6(\text{Al(OH)₄})_2(\text{CrO}_4)<em>3(\text{OH})</em>{12}\text{H}_2\text{O})</td>
<td>47.40</td>
</tr>
<tr>
<td>(\text{Ca}_6(\text{Al(OH)₄})_2(\text{AsO}_₄)<em>3(\text{OH})</em>{9}\text{H}_2\text{O})</td>
<td>40.79</td>
</tr>
<tr>
<td>(\text{Ca}_6(\text{Al(OH)₄})_2(\text{H}_2\text{BO}_₃)<em>3(\text{OH})</em>{10.18}\text{H}_2\text{O})</td>
<td>66.38</td>
</tr>
<tr>
<td>(\text{Ca}_6(\text{Al(OH)₄})_2(\text{SeO}_₄)<em>3(\text{OH})</em>{12}\text{H}_2\text{O})</td>
<td>44.40</td>
</tr>
<tr>
<td>(\text{Ca}_6(\text{Al(OH)₄})_2(\text{VO}_₄)<em>3(\text{OH})</em>{9}\text{H}_2\text{O})</td>
<td>45.40</td>
</tr>
<tr>
<td>(\text{Ca}_6(\text{Al(OH)₄})_2(\text{Sb(OH)}₅)<em>₃(\text{OH})</em>{7.24}\text{H}_2\text{O})</td>
<td>58.18</td>
</tr>
<tr>
<td>(\text{Ca}_6(\text{Al(OH)₄})_2(\text{MoO}_₄)<em>₃(\text{OH})</em>{4.12}\text{H}_2\text{O})</td>
<td>46.40</td>
</tr>
<tr>
<td>(\text{Ca}_6(\text{Al(OH)₄})_2(\text{PO}_₄)_₃(\text{OH})_9\text{H}_2\text{O})</td>
<td>-11.89</td>
</tr>
<tr>
<td>(\text{Ba}_6(\text{Al(OH)₄})_2(\text{SO}_4)<em>₃(\text{OH})</em>{4.12}\text{H}_2\text{O})</td>
<td>60</td>
</tr>
<tr>
<td>(\text{Sr}_6(\text{Al(OH)₄})_2(\text{SO}_4)<em>₃(\text{OH})</em>{4.12}\text{H}_2\text{O})</td>
<td>60</td>
</tr>
</tbody>
</table>

*Species on which the solubility products are based: Ca$^{2+}$, Al(OH)$^{3+}$, SO$_4^{2−}$, OH$^{−}$, CrO$_4^{2−}$, MoO$_4^{−}$, PO$_4^{3−}$, Ba$^{2+}$, Sr$^{2+}$, Sb(OH)$_6^{3−}$, SeO$_4^{2−}$, AsO$_4^{3−}$*
Sorption processes apply to a wide variety of solid surfaces including the external and internal surface area of the phases making up cementitious materials and soils.

The most dominant colloidal and solid reactive surfaces for metals in soils are believed to be dissolved and natural humic substances (i.e., humic and fulvic acids), surfaces of clay minerals and (hydr)oxides of iron, aluminum and manganese. Sorption onto these surfaces, can occur through electrostatic interaction or by chemical reactions with reactive groups, such as, carboxylic or phenolic groups on organic molecules. Sorption of most inorganic contaminants is generally non-linear, i.e., the sorbed amount depends in a non-linear way on the concentration in solution, and is influenced by many multi-component interactions, e.g., competition between different species in solution for the same adsorption sites. For these reasons empirically-based models that are based on a single species in dilute or ideal aqueous solution are unsuitable to describe reactive transport processes on longer time and distance scales.

During the past decades, models have been developed that describe multi-component sorption interactions on the reactive surfaces identified above. Adsorption models most relevant to the performance of cementitious materials and stabilization of chemical and radioactive species are described below.

### 2.2.1 Sorption Parameters for Hydrated Metal Oxides

Adsorption behavior of (hydr)oxide surfaces can described by a variety of semi-mechanistic models that are consistent with thermodynamic databases, such as, MINTEQA2, that describe solution complexation behavior. The first one discussed here is the generalized two layer model GTLM by Dzombak and Morel (1990), which is the most widely used model. The second one is the CD-MUSIC (charge distribution multi-site competitive adsorption model) developed by Hiemstra et al., (1996; 1989a, 1989b). The CD-MUSIC approach is more recent and more in line with latest mechanistic insights and is better able describe competitive interactions. However, the GTLM model comes with an extended set of databases with “generic” adsorption reactions and constants, while the set of available reactions for the CD-MUSIC is more limited. Both models use a similar format for the description of the adsorption reactions, consisting of an equilibrium reaction plus reaction constant for each adsorbing species. However, reactions and constants determined for one model cannot be used with another model. Although default parameters for both models have been shown to lead to acceptable predictions of contaminant release in soils and cementitious materials over a wide range of conditions (Weng et al., 2001; Dijkstra et al., 2004, and Kaplan, 2008), system specific parameters, such as, specific surface area and point of zero charge (PZC), must be determined.

Most reactions and parameters for dissolved species are available for sorption on iron (hydr)oxides such as hydrous ferric oxides (HFO) and goethite ($\alpha$-FeOOH), for which these models were originally developed. Recently, GTLM and CD-MUSIC have also been applied to multi-component sorption to aluminum (hydr)oxides (e.g., Meima and Comans, 1998) and manganese oxides (Tonkin et al., 2004).

Surface precipitation is a term for the process where, at very high surface coverages of a species onto a sorbent surface, a surface phase may be formed whose composition varies continuously between that of the original sorbent metal (hydr)oxide and a solid crystalline or amorphous precipitate of the sorbing cation (Dzombak and Morel, 1990). Surface precipitation is an integral part of the GTLM of Dzombak and Morel (1990) and can be described fairly well as the formation of an ideal solid solution. Conditions under which surface precipitation may be expected can be met in waste materials with high
concentrations of metal contaminants (Dijkstra et al., 2006)

2.2.2 Sorption Parameters for Dissolved and Particulate Organic Matter

Interactions between solutes and organic matter are important, especially in determining behavior of cationic trace elements. In contrast with oxides that have well defined surfaces with well defined binding sites, organic matter surfaces are composed of a heterogeneous mixture of binding sites. There are currently two ways in which interaction with these surfaces are modeled. The first is to mimic a heterogeneous collection of sites by defining a large set of discrete surface sites with slightly varying chemical properties (binding constants). An example of this approach is the well known WHAM model of Tipping (1994). The second approach is a numerical approach which assumes a continuous distribution of reactive surface sites with different binding properties, as in the NICA-Donnan model (Kinniburgh et al., 1999). As with the metal (hydr) oxides, adsorption reactions and parameters for the WHAM and NICA-Donnan models are not interchangeable, but for both models adsorption reactions and constants are available for a wide range of solutes.

The advantage of the discrete approach (WHAM model) is that this fits relatively easily within existing numerical equilibrium frameworks, although it is computationally intensive because of the large number of chemical entities (sites and species). The advantage of the continuous approach (NICA-Donnan model) is its elegance, small set of required parameters, numerical efficiency, and applicability in a wider concentration range in comparison with the discrete model. The NICA model has demonstrated better predictive capabilities that are well tested on multi-component natural and waste systems (Dijkstra et al., 2004; 2008). The disadvantage of this approach is that it is difficult to implement numerically in combination with existing frameworks.

2.2.3 Clay Interaction Parameters

Ion exchange reactions for clays are available in databases, such as, MINTEQ, PHREEQC, and Geochemist's Workbench. They are mathematically represented in the form of the so-called Gaines–Thomas convention (Gaines and Thomas, 1953). The resulting equations require ion-specific and surface-specific parameters. Sorption onto clay minerals is predominantly electrostatic and associated with the permanently charged surfaces of many common clay minerals. In general, the relative importance of this process in concrete and cement stabilized wastes is generally low in contrast to greater significance in soils (Dijkstra et al., 2004). However, specific and strong interactions between radionuclides and clays are known for cadmium and radiocesium (De Koning and Comans, 2004 and references therein). Ion exchange can also be modeled with a fairly simple Donnan-approach, which is based on electrostatic interactions between the sorbing ion and the charge of the surface, and requires no ion-specific exchange parameters.

2.2.4 $K_d$ Values for Radionuclides

In the performance assessments carried out at nuclear sites, $K_d$'s are frequently used to describe both the source term release as well as the transport in the near and the far field. Examples of $K_d$ data used for suites of radionuclides in waste form and concrete

---

3 Equilibrium among aqueous and exchange species requires that all mass-action equations for the exchange species are satisfied. For example, the association reaction for the exchange species $CaX_2$ is $Ca^{2+} + 2X^- = CaX_2$, where $X^-$ is the exchange master species for the default database. The use of equivalent fractions for activities and this form for the chemical reaction is known as the Gaines-Thomas convention (Gaines and Thomas, 1953) and is the convention used in the PHREEQC and some other databases.
performance assessments are given in Kaplan et al. (2008), Krupta et al. (2004) and by Krupka and Serne (1998). The JAEA thermodynamic database (see Section 2.1.6) includes $K_d$ values for a wide range of radionuclides and other constituents on cementitious and other materials.

2.3 Use of Combined Thermodynamic and Sorption Data

For modeling interactions of contaminants in the environment and in cementitious materials, often a combination is made between reactions from a common thermodynamic database such as MINTEQA2, and several of the listed sorption models. This approach is often referred to as a “multi-surface” modeling approach, which describes the dominant interactions that contaminants undergo in the natural and anthropogenic environment. There are several good overview/review papers in which the approach is discussed more thoroughly (Merdy et al. 2006, van Riemsdijk et al. 2006).

This approach has been used for modeling interactions in natural waters (Lofts et al., 1998; Unsworth, 2004), extensively in soils (Lofts et al., 2001; Weng et al., 2001, Cances et al., 2003, Dijkstra et al., 2004; Fest et al., 2005;), river floodplains (Schroder et al., 2005), and granular and monolithic waste materials (van der Sloot et al., 2006; Carter et al., 2008; Dijkstra et al., 2008; Tiruta-Barna et al., 2005).

3.0 SUMMARY

Table 3 provides a summary comparison of the main contents of the thermodynamic databases described above.

Table 3. Overview of Main Contents of Different Thermodynamic Databases

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MINTEQA2 V4</td>
<td>Yes</td>
<td>Yes (&gt;400)</td>
<td>Yes, HFO</td>
<td>No</td>
<td>No</td>
<td>Some</td>
</tr>
<tr>
<td>LLNL (thermo.cem.V8.R6.230)</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Nagra/PSI Chemical Thermodynamic Database 01/01</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>BRGM (Thermoddem)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Cement 07 (Cement specific)</td>
<td>Yes (Cement specific)</td>
<td>Yes (Cement specific)</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>JAEA</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>
Thermodynamic data (for aqueous solution speciation and precipitates) is estimated to be rather well covered by the databases listed in Section 2.1. However, temperature dependence parameters in the currently available thermodynamic databases are incomplete and most data are reported at a standard state of 25°C.

For sorption processes, the available “generic” parameter data sets contain parameters for a few actinide, transuranic and rare earth elements (Am, Cm, Dy, Eu, Th, U, Be, Pu, Np, Pd), but an evaluation has to be made as to which relevant parameters are missing. Sorption parameters that are not readily available can often be derived using published LFER’s (Linear Free Energy Relationships) or by assuming “surrogate” behavior of a compound for which information is more complete. Information on the temperature dependence of sorption processes is virtually absent.
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<tr>
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<td>ADE</td>
<td>Advective-Dispersive Equation or Advective-Diffusive Equation</td>
</tr>
<tr>
<td>ASR</td>
<td>Alkali-Silica Reaction</td>
</tr>
<tr>
<td>DEF</td>
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<td>FHWA</td>
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</tr>
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</tr>
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</tr>
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<td>Operator Splitting</td>
</tr>
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<td>REV</td>
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</tr>
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<td>SIA</td>
<td>Sequential Iterative Approach</td>
</tr>
<tr>
<td>SNIA</td>
<td>Sequential Non Iterative Approach</td>
</tr>
<tr>
<td>THM</td>
<td>Thermo-hydro-mechanical</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>$a$</td>
<td>Material constant in the hydration model</td>
</tr>
<tr>
<td>$A_{ij}$</td>
<td>Stoechiometry coefficient matrix</td>
</tr>
<tr>
<td>$A_o$</td>
<td>Initial affinity of the hydration reaction</td>
</tr>
<tr>
<td>$b$</td>
<td>Biot pressure coupling parameter</td>
</tr>
<tr>
<td>$B_{ij}$</td>
<td>Stoechiometry coefficient matrix</td>
</tr>
<tr>
<td>$C_i$</td>
<td>Concentration of species $i$ in solution</td>
</tr>
<tr>
<td>$c_i^S$</td>
<td>Concentration of species $i$ in solid phase</td>
</tr>
<tr>
<td>$C_{pi}$</td>
<td>Heat capacity of phase $i$</td>
</tr>
<tr>
<td>$d$</td>
<td>Damage parameter</td>
</tr>
<tr>
<td>$D_i$</td>
<td>Diffusion coefficient of species $i$ in solution</td>
</tr>
<tr>
<td>$D_v$</td>
<td>Diffusion coefficient of water vapor in the gas phase</td>
</tr>
<tr>
<td>$D^*$</td>
<td>Hydrodynamic dispersion tensor</td>
</tr>
<tr>
<td>$E_a$</td>
<td>Energy of activation</td>
</tr>
<tr>
<td>$E_o$</td>
<td>Elasticity tensor</td>
</tr>
<tr>
<td>$f_{ix}^x$</td>
<td>Function describing the amount of sorbed species $i$ as a function of variable $x$</td>
</tr>
<tr>
<td>$f_k$</td>
<td>Source/sink term in the energy conservation equation</td>
</tr>
<tr>
<td>$f_q$</td>
<td>Source term to model the heat of hydration</td>
</tr>
<tr>
<td>$F$</td>
<td>Faraday constant</td>
</tr>
<tr>
<td>$g$</td>
<td>Gravitational acceleration vector</td>
</tr>
<tr>
<td>$H$</td>
<td>Relative humidity</td>
</tr>
<tr>
<td>$I$</td>
<td>Identity tensor</td>
</tr>
<tr>
<td>$j_i$</td>
<td>Flux of species $i$</td>
</tr>
<tr>
<td>$j_{i}^{diff}$</td>
<td>Diffusive contribution to the flux of species $i$</td>
</tr>
<tr>
<td>$j_{i}^{adv}$</td>
<td>Advective contribution to the flux of species $i$</td>
</tr>
<tr>
<td>$k$</td>
<td>Permeability</td>
</tr>
<tr>
<td>$K$</td>
<td>Unsaturated hydraulic conductivity</td>
</tr>
<tr>
<td>$K_m$</td>
<td>Equilibrium constant of mineral $m$</td>
</tr>
<tr>
<td>$K_i$</td>
<td>Equilibrium constant of secondary species $i$</td>
</tr>
<tr>
<td>$L(.)$</td>
<td>Transport operator</td>
</tr>
<tr>
<td>$M_w$</td>
<td>Molar mass of water</td>
</tr>
<tr>
<td>$n_v$</td>
<td>Number of vapor molecule in the gas phase volume $V_g$</td>
</tr>
<tr>
<td>$n_o$</td>
<td>Material constant in the hydration model</td>
</tr>
</tbody>
</table>
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ABSTRACT

This chapter reviews approaches used to model coupling between different degradation mechanisms affecting concrete structures. Two main categories of models were identified: reactive transport modeling and thermo-hydro-mechanical models.

Reactive transport models are concerned with the transport of chemical species in porous materials and the multiple interactions they can have with the solid matrix. These models couple transport equations with complex chemical models. They ignore the mechanical aspects of deleterious chemical reactions such as crack formation upon sulfate attack.

On the other hand, there are models that couple fluid transport with thermal and mechanical equations, called thermo-hydro-mechanical (THM) models. These models can be used to simulate crack formation caused by drying shrinkage or heat release during the hydration of cement. However, classic THM models do not incorporate the transport of species in the fluid phases and the chemical exchange with the solid minerals.

Reactive transport models incorporating mechanical considerations, or THM models dealing with detailed transport and chemistry relationships, are nearly non-existent. Given the mechanisms and time scales involved in nuclear waste storage problems, models incorporating detailed reactive transport with a THM framework could be used to provide a global durability assessment for those structures.

1.0 INTRODUCTION

Modeling the behavior of concrete structures over very long time periods in order to assess the durability of nuclear waste storage structures involves many different phenomena ranging from chemical interactions to crack formation. Concrete durability analyses over short durations (e.g., <100 years) usually focus on specific problems that can studied with a limited set of parameters. However, the
durability of nuclear storage structures is a problem that extends over thousands (up to 10,000) of years. Many problems that are uncoupled over a few years can become coupled together over such a long time interval. For instance, the leaching of calcium and hydroxide ions from materials in contact with low pH groundwater can be considered harmless over 100 years if the concrete mixture was designed correctly. However, over 10,000 years, it is possible that the decalcification of the solid matrix will have an impact on the overall performance of the structure and a durability analysis for such cases must consider chemical and mechanical aspects.

This chapter reviews approaches used to model coupling between different degradation mechanisms affecting concrete structures. Two main categories of models were identified: reactive transport and thermo-hydro-mechanical models.

Reactive transport models are concerned with the transport of chemical species in porous materials and the multiple interactions they can have with the solid matrix. These models couple transport equations with complex chemical models. They ignore the mechanical aspects of deleterious chemical reactions such as crack formation upon sulfate attack.

On the other hand, there are models that couple fluid transport with thermal and mechanical equations, called thermo-hydro-mechanical (THM) models. These models can be used to simulate crack formation caused by drying shrinkage or heat release during the hydration of cement. However, classic THM models do not incorporate the transport of species in fluid phases and chemical exchange with the solid minerals.

A global durability prediction approach would couple reactive transport and THM models. As the review showed, only limited attempts at such a global model have been made so far.

2.0 COUPLING TRANSPORT AND CHEMISTRY

The interest in ionic transport modeling dates back to the 1970s. At the time, the new awareness of environmental problems led to the development of models dedicated to predicting the rate of ingress of contaminants in groundwater. Leaching of contaminants from a material of interest and transport of leached species within the subsurface to groundwater sources were the main focus of these early models. Thus, hydrogeology and environmental sciences have been the primary fields interested in this type of modeling. Performance assessment models developed under the US DOE Office of Environmental Management focus on near-field release (i.e., leaching from the source material) and far-field (i.e., subsurface transport) approaches. Later, similar approaches have been used in civil engineering to address the durability of cementitious materials (e.g., reinforcement corrosion via carbonate and chloride ingress).

The early model approaches consisted of single-species transport using an advection-diffusion equation (ADE) that incorporated a very simplified term to account for all chemical reactions. This type of model is known today as the “K_d” approach (Fetter 1999). The lumped chemistry of the K_d approach may be applicable when species concentrations are quite low, the geochemistry of the system is unknown or not considered in detail, and interaction of the diffusing species is relatively unaffected by external influences. These conditions typically are not the case for cementitious materials but are encountered in waste forms which can contain dissolved salts (nitrates, nitrites, sulfates, aluminates, carbonates, phosphates, borates, oxalates, chlorides, fluorides, etc.), numerous radionuclides species, industrial chemicals, etc.

Figure 1 illustrates the complex system of issues to be covered when dealing with coupled chemical reaction
Cementitious materials are porous and contain pore fluid as the result of residual mixing water and/or contact with moisture from the environment. Moisture and dissolved contaminants and corrodents migrate through this pore solution. If the aqueous pore solution is not continuous in the pores, transport of soluble species is for practical purposes zero. However, in this case transport of gaseous species through the unsaturated pores becomes very important. Solid state diffusion and conductance are not considered here.

1 Cementitious materials are porous and contain pore fluid as the result of residual mixing water and/or contact with moisture from the environment. Moisture and dissolved contaminants and corrodents migrate through this pore solution. If the aqueous pore solution is not continuous in the pores, transport of soluble species is for practical purposes zero. However, in this case transport of gaseous species through the unsaturated pores becomes very important. Solid state diffusion and conductance are not considered here.

Figure 1. Factors Affecting the Rate of Leaching from Solid Materials Including Cementitious Waste Forms and Concrete Waste Containment Structures (adapted from Garrabrants et al. 2005).

and transport solid wastes such as cementitious materials. All aspects of relevance are covered here ranging from physical properties like temperature variation and mechanical influences to chemical aspects covering a full suite of major, minor and trace elements affecting the release of species of interest. In order to describe these complex physio-chemical phenomena, diffusion/advection equations have been coupled with increasingly complex chemical models describing multiple ionic transport equations with simultaneous reactions.

The relevant transport equations are briefly reviewed in the next section. A more complete description can be found in the chapters concerned with the hydraulic properties and the chemical degradation mechanisms. This is followed by a description of basic chemical reaction modeling. The coupling between linear transport models and chemistry is then reviewed. Finally, the last section is dedicated to the coupling between nonlinear transport equations and chemistry.

2.1 General Overview of Ionic Transport

The transport of ionic species in porous materials is the result of two main mechanisms: diffusion and advection\(^1\). Diffusion results from the random motion of dissolved species in the solution while...
advection is the contribution from the solvents’s own movement. The complete flux expression is the sum of both terms (Helfferich 1961):

\[ j_i = j_i^{\text{diff}} + j_i^{\text{adv}} \]  

(1)

where: \( j_i \) is the flux of species \( i \) and the subscript “diff” and “adv” stand for the diffusion and advection contribution respectively.

The diffusion part of Equation (1) is related to the gradient of the electrochemical potential (Bockris 1970). The final expression is (Samson 2007):

\[ j_i^{\text{diff}} = -D_i \text{grad}(c_i) - \frac{D_i z_i F}{RT} c_i \text{grad}(\psi) - D_i c_i \text{grad}(\ln \gamma_i) \]  

(2)

where: \( c_i \) is the concentration, \( D_i \) is the diffusion coefficient, \( z_i \) is the valence number of the species, \( F \) is Faraday constant, \( R \) is the ideal gas constant, \( T \) is the temperature, \( \psi \) is the diffusion potential, and \( \gamma_i \) is the chemical activity coefficient. The term involving the diffusion potential is responsible for maintaining electroneutrality in the solute despite the differences in diffusion coefficient of each individual species. The chemical activity term accounts for the non-ideal behavior of diffusion for high concentrations.

Most models found in the literature are based on a simplified version of Equation (2). The vast majority of models dedicated to contaminant transport in groundwater neglect the electrical coupling, chemical activity effects, and temperature coupling terms. In most cases, they only consider the diffusion term. The corresponding equation is called the Fick’s diffusion relationship:

\[ j_i^{\text{diff}} = -D_i \text{grad}(c_i) \]  

(3)

Recent models specifically dedicated to transport in cementitious materials considered the electrical coupling term to account for the highly charged pore solution of those materials (e.g., Samson 2007b, Truc 2000).

The advection term can be written as (Bear 1991):

\[ j_i^{\text{adv}} = c_i \nu \]  

(4)

where: \( \nu \) is the fluid velocity vector. The fluid moves in a porous material under the action of external pressure, gravity and capillary forces (Fetter 1999). In saturated materials, the capillary effects are non-existent. The driving forces are limited to gravity and pressure gradients.

In that case, the fluid obeys Darcy’s generalized law (Bear 1988):

\[ \nu = -\frac{k}{\mu} (\text{grad}(p_l) - \rho_l g) \]  

(5)

where: \( k \) is the liquid permeability of the material, \( \mu \) is the dynamic viscosity of the liquid phase, \( p_l \) is the liquid pressure, \( \rho_l \) is the fluid density and \( g \) is the gravity acceleration vector.

In unsaturated materials, the pore water is under a negative pressure caused by surface tension (Fetter 1999), called the capillary potential. The total moisture potential is the sum of the capillary and gravitational potentials (Fetter 1999):

\[ \Gamma = \lambda + Z \]  

(6)

where: \( \Gamma \) is the total moisture potential, \( \lambda \) is the capillary potential, and \( Z \) is the gravitational potential.

In that case, moisture movement in porous materials can be modeled on the basis of the Buckingham flux law:
\[ \mathbf{v} = -K(\lambda) \text{grad}(\Gamma) \]  

(7)

where: \( K(\lambda) \) is the unsaturated hydraulic conductivity.

Because of heterogeneities at the pore level, the flow of a fluid in a porous network induces a phenomenon called mechanical dispersion that spreads the dissolved species in the solution. This is discussed at length in (Bear 1991, Fetter 1999). This effect is modeled as a term that is added to the diffusion coefficient to yield the dispersion coefficient:

\[ D_i^* = D_i I + \alpha \mathbf{v} \]  

(8)

where: \( D_i^* \) is the dispersion tensor, \( I \) is the identity tensor, and \( \alpha \) is the dynamic dispersivity tensor, which has longitudinal and transverse components.

The dynamic dispersivity depends on the fluid velocity and its impact on the dispersion coefficient can be estimated from the Peclet number

\[ P_e = \frac{vL}{D_i} \]

where \( L \) is the characteristic flow length. For low Peclet values \( (P_e < 1) \), the diffusion is dominant and the mechanical dispersion can be neglected. However, for high \( P_e \) values \( (>10) \), dispersion dominates. The latter case is especially important from a modeling standpoint. When dispersion dominates, the individual diffusion coefficients can be neglected, which results in each species having the same dispersion coefficient. This allows several simplifications to the transport model and has been used extensively in hydrogeology, as will be shown in Sections 2.3 and 2.4.

When the flux relationships are known, they are substituted in the mass conservation equation (Bear 1991):

\[ \frac{\partial (w^s c_i^s)}{\partial t} + \frac{\partial (w c_i)}{\partial t} + \text{div}(w \mathbf{j}_i) + r_i = 0 \]  

(9)

where: \( w \) is the water content, \( w^s \) is the solid phase content, \( c_i^s \) is the content of species \( i \) in the solid phase, and \( r_i \) is a source/sink term. The term \( r_i \) accounts for the rate of formation or elimination of species \( i \) from chemical reactions occurring solely within the pore solution while the term involving \( c_i^f \) accounts for the exchange between the solid and aqueous phases. These different types of chemical reactions are outlined in the next section.

2.2 General Overview of Chemical Reactions

In a comprehensive review on the modeling of chemical reactions in porous media, Rubin (Rubin 1983) divided the reactions in two main categories: sufficiently fast and reversible, and insufficiently fast and/or irreversible. If the rate of reaction is large with respect to the ionic and fluid transport processes, then it belongs to the sufficiently fast category. In this particular case, it is assumed that the local chemical equilibrium (LEA) is preserved throughout the porous system. As emphasized by Steefel (Steefel 1994), LEA has long been one of the most fundamental tenets of hydrothermal and metamorphic geochemistry and petrology.

The same can be said about cementitious materials, where LEA is assumed in most, if not all, reactive transport models. A few dimensional analyses support this assumption. Barbarulo et al. (Barbarulo 2000) performed a dimensional analysis that validated LEA in fluid saturated cementitious materials. In (Samson 2007b), a similar analysis was made based on the Damköhler number for diffusion and advection. In both cases, the local equilibrium assumption was validated.

All reactions falling under the sufficiently fast category are modeled through chemical equilibrium equations (Rubin 1983), which are algebraic, as opposed to the partial differential equations used in transport models. Since the equilibrium is expressed, in most cases, through chemical activity, algebraic
relations giving the chemical activity coefficients must also be considered while modeling the chemical reactions. The resolution of a transport problem involving chemical reactions is thus called a mixed problem, because it involves algebraic and partial differential equations.

The chemical reactions were then divided by Rubin (1983) into two sub-categories: homogeneous and heterogeneous. The homogeneous reactions are those involving a single phase. This sub-category includes all the complexation reactions, i.e., the formation of products occurring in the aqueous phase. For example, the reaction:

\[ \text{Ca}^{2+}_{(aq)} + \text{OH}^-_{(aq)} \rightarrow \text{CaOH}^+_{(aq)} \]  \hspace{1cm} (10)

is a homogeneous reaction since it only occurs in the aqueous phase. In this reaction, Ca\(^{2+}\) and OH\(^-\) are called the primary species and CaOH\(^+\) is called the secondary species (Steefel 1994). The general equilibrium relationship for that type of reaction is written as:

\[ K_i = \frac{1}{\gamma_i x_i} \prod_{i=1}^{N_c} (\gamma_j c_j)^{\nu_{ij}} \]  \hspace{1cm} (11)

where: \( K_i \) is the equilibrium constant, \( x_i \) is the concentration of the secondary species, \( \gamma \) is the chemical activity coefficient, \( N_c \) is the number of components forming the secondary species, \( c_i \) is the concentration of the primary species, and \( \nu_{ij} \) is the number of moles of primary species \( j \) in one mole of secondary species \( i \).

Contrary to the previous category, the heterogeneous reactions involve at least two phases (Rubin 1983). Rubin distinguishes two types of heterogeneous reactions: surface and classical ones. Surface reactions are either adsorption, in which ions are attracted to the surface of the pore network under the influence of electrostatic forces (Bockris 1970), or ion exchange, in which two or more ionic species are exchanged between the surface of the solid and the aqueous phase (Appelo 1996). The classical reactions are precipitation, dissolution, oxidation and reduction. The dissolution of portlandite belongs to this category since it involves the aqueous and the solid phase:

\[ \text{Ca}^{2+}_{(aq)} + 2\text{OH}^-_{(aq)} \rightarrow \text{Ca(OH)}_2_{(s)} \]  \hspace{1cm} (12)

Similar to the complexation reaction (Equation (11)), the equilibrium of a mineral \( m \) can be expressed as a function of a constant \( K_m \) (Xu 1999):

\[ K_m = \prod_{i=1}^{N} c_i^{\nu_{mi}} \gamma_i^{\nu_{mi}} \]  \hspace{1cm} (13)

where: \( N \) is the number of species entering the composition of the mineral \( m \), \( c_i \) is the concentration of species \( i \) in solution and \( \nu_{mi} \) is the number of moles of species \( i \) in one mole of mineral \( m \).

It should be noted that contrary to Equation (11), the reaction product of dissolution/precipitation reactions is not part of the equilibrium relationship (13), because the solid has an activity coefficient equal to one (Stumm 1996). This peculiarity of the dissolution/precipitation mechanism induces the formation of mineral fronts inside the porous material, as discussed in (Rubin 1983). Such fronts can be observed in calcium leaching (e.g., Mainguy 2000) and sulfate attack cases (e.g., Maltais 2004).

Heterogeneous reactions also include sorption. This class of chemical reaction includes all reactions involving ions in the pore solution and the surface of the solid matrix, such as ion exchange and surface complexation. Ion exchange is mostly associated with the interaction of cations in the pore solution exchanged with cations in the solid:

\[ \text{Na}^+_{(aq)} + \text{K-X}_{(s)} \rightarrow \text{K}^+_{(aq)} + \text{Na-X}_{(s)} \]  \hspace{1cm} (14)

where: \( X \) represent the solid matrix.

The equilibrium relationship for two cations \( a \) and \( b \) can be written as (Appelo 1996):
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\[ K_{a/b} = \frac{\beta_a^{1/z_a} \gamma_b^{1/z_b} \lambda_b^{1/z_b}}{\beta_b^{1/z_b} \gamma_a^{1/z_a} \lambda_a^{1/z_a}} \]  

(15)

where: \( \beta \) is the equivalent mole fraction of the exchangeable cations, with \( \Sigma \beta = 1 \).

The modeling of other types of heterogeneous chemical reactions such as oxidation and reduction and surface complexation can be found in textbooks (Bethke 2008, Stumm 1996).

All chemical equilibrium calculations involve chemical activity. Several models exist to calculate chemical activity coefficients. Classical electrochemical models like the Debye-Hückel or extended Debye-Hückel relationship are valid for weak electrolytes for which the ionic strength is on the order of 100 mmol/L, while the Davies correction can be used to describe the behavior of more concentrated solutions, i.e., with ionic strengths up to 300 mmol/L (Pankow 1994). Pore solutions extracted from hydrated cement systems are in the 300 mmol/L (Hidalgo 2001) to 900 mmol/L range (Reardon 1992). As reported in (Zemaitis 1986), many models were developed to estimate the activity coefficients for highly concentrated solutions. One of the most commonly used approaches is the implementation of Pitzer’s ionic interaction model proposed by Harvie, Moller and Weare (Harvie 1984). Pitzer’s model was used by Reardon (Reardon 1990) to model the hydrated paste/solution chemical equilibrium.

2.3 Linear Transport Equations Coupled with Chemistry

The early models dedicated to reactive transport in porous materials basically attempted to substitute the chemical equilibrium relationships such as Equations (11) and (13) in the mass conservation Equation (9). This is called the Direct Substitution Approach (DSA), as described by Kirkner and Reeves. The different formulations were devised assuming saturated materials and a linear transport operator, i.e., electrical coupling and chemical activity effects were neglected. While the saturated assumption could be extended to unsaturated cases, it will be shown that DSA works only if a linear transport model with a uniform dispersion coefficient is used.

The \( N \) reactive species in solution are divided in \( N_c \) components and \( N_x \) secondary (or complex) species. The equations governing the transport of the \( N_c \) components and \( N_x \) secondary species are:

\[ \frac{\partial \phi c_j}{\partial t} + \text{div} \left( c_j v - \phi D^* \text{grad} c_j \right) = r^c c_j \]

(16)

\[ j = 1, ..., N_c \]

\[ \frac{\partial \phi x_i}{\partial t} + \text{div} \left( x_i v - \phi D^* \text{grad} x_i \right) = r^x x_i \]

(17)

\[ i = 1, ..., N_x \]

where: \( \phi \) is the porosity and the reactions terms in Equation (9) have been lumped in the \( r^c \) and \( r^x \) terms.

The subscript \( i \) of the dispersion tensor has been omitted since it is assumed that the mechanical dispersion dominates over diffusion, which leads to all species having the same dispersion coefficient.

In Equations (16) and (17), the porosity replaces the water content of Equation (9) because of the saturated pores assumption.

The authors then introduced the total soluble concentration \( u_j \) of each species as:

\[ u_j = c_j + \sum_{i=1}^{N_x} A_{ij} x_i \]

(18)

where: \( A_{ij} \) is a stoechiometry coefficient matrix linking the main species to the complexes.
Substituting Equation (11) in (18) gives:

\[ u_j = c_j + \sum_{i=1}^{N_c} A_{ij} \prod_{k=1}^{N_c} C_k^{A_{ik}} \]  

(19)

The reaction rates \( r_j^{c(aq)} \) are defined as:

\[ r_j^{c(aq)} = r_j^{c(aq)} + r_j^{c(s)} + r_j^{c(p)} \]  

(20)

where:

\[ r_j^{c(aq)} = -\sum_{i=1}^{N_c} A_{ij} x_i \]  

(21)

reaction rate of \( j \) due to complexation

\[ r_j^{c(s)} = -\frac{\partial \phi S_j}{\partial t} \]  

(22)

reaction rate of \( j \) due to sorption or 1X

\[ r_j^{c(p)} = -\sum_{i=1}^{N_p} B_{ij} \frac{\partial \phi P_i}{\partial t} \]  

(23)

reaction rate of \( j \) due to diss./prec.

In Equations (21) to (23), \( s_j \) corresponds to the concentration of the main species \( j \) sorbed on the solid phase, \( p_i \) is the concentration of mineral \( i \), \( N_p \) is the number of immobile species, and \( B_{ij} \) is a stoichiometry coefficient matrix. Kirkner and Reeves showed that it is possible to write the sorbed concentrations as:

\[ s_j = f_j^{cw}(c_1, c_2, \ldots, c_{N_c}) \]  

(24)

Using Equation (19), it is possible to write Equation (24) as a function of the total concentration \( u_j \):

\[ s_j = f_j^{cw}(u_1, u_2, \ldots, u_{N_c}) \]  

(25)

Summing the mass conservation Equations (16) and (17) and using the total concentration \( u_j \) (Equation (19)) eliminates the reaction rates \( r_j^{c(aq)} \). This operation is possible because all species have the same dispersion coefficient. Substituting the rate expressions (22) and (23), and the sorption function (25) in the summed conservation equations yield:

Formulation A:

\[ \frac{\partial (\phi u_j)}{\partial t} + \frac{\partial (\phi f_j^{cw})}{\partial t} + \sum_{k=1}^{N_c} B_{kj} \frac{\partial (\phi p_k)}{\partial t} + L(u_j) = 0 \quad j = 1, \ldots, N_c \]  

(26)

where: \( L(.) \) is the linear transport operator:

\[ L(.) = \text{div}[\phi \mathbf{D} \text{grad}(.)] \]  

(27)

The complexation reactions are implicitly included in the mass conservation equation as part of the definition of \( u_j \) (Equation (19)).

It is possible to further simplify the transport equations by introducing the total concentration \( w_j \) as the main variable:

\[ w_j = u_j + s_j + \sum_{k=1}^{N_p} B_{kj} p_k \quad j = 1, \ldots, N_c \]  

(28)

From this definition, it is possible to write all the concentration variables as a function of the total concentration variable (Kirkner 1988):

\[ c_j = f_j^{cw}(w_1, \ldots, w_{N_c}) \quad j = 1, \ldots, N_c \]  

(29)

\[ p_j = f_j^{pw}(w_1, \ldots, w_{N_c}) \quad j = 1, \ldots, N_p \]  

(30)

\[ u_j = f_j^{uw}(w_1, \ldots, w_{N_c}) \quad j = 1, \ldots, N_c \]  

(31)

\[ s_j = f_j^{sw}(w_1, \ldots, w_{N_c}) \quad j = 1, \ldots, N_c \]  

(32)

Based on these functions, it is possible to write Equation (26) as:

Formulation B:

\[ \frac{\partial (\phi w_j)}{\partial t} + L[f_j^{uw}(w_1, \ldots, w_{N_c})] = 0 \]  

(33)

or alternatively:
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Formulation C:
\[
\frac{\partial (\phi w_j)}{\partial t} + L(w_j) = L[f^sc_j(w_1, \ldots, w_{N_c})] + \sum_{k=1}^{N_p} B_{kj}L[f^sc_k(w_1, \ldots, w_{N_c})]
\] (34)

These different formulations have been used in the literature to solve reactive transport problems. Valocchi et al. (1981) used formulation A (Equation (26)) in their model, which considered ion-exchange reactions but did not include complexation nor dissolution/precipitation. Miller and Benson (1983) and Jennings et al. (1982) also used a formulation similar to A while considering complexation and ion exchange.

Although the chemical reactions are included in formulations B and C, the total concentration they provide cannot be used directly and must be converted back to the \(c_i\) and \(x_j\) variables. To do so requires solving the algebraic chemical expressions separately. This is discussed for instance in (Cederberg 1985). These formulations hint at the operator splitting approaches presented in the following section. However, they are considered under the DSA category because the transport equations still need to be solved simultaneously (Yeh 1989).

It must be noted that all papers cited previously only consider complexation and sorption reactions. As mentioned in (Kirkner 1988), the discontinuities (fronts) induced by the presence of dissolution/precipitation reactions require a special treatment. Some aspects are discussed in (Kirkner 1984). Most notably, the discontinuities associated with the precipitate content require the use of Dirac-type interpolation in a finite element formulation, which differs from the classical \(C^0\) shape functions (Zienkiewicz 1989). Lichtner (1985) presented a model dealing with dissolution/precipitation reactions like a moving front problem. The approach includes specific mass conservation equations at the front locations, which must be added to the mass conservation equations.

2.4 Operator Splitting Approaches

One of the first models that separated transport and chemistry was developed by Grove and Wood (1979). The model was used to predict transport of calcium, magnesium, and sulfate in groundwater. The transport Equations (linear ADE, see Equation (27)) are first solved without considering any reaction terms. Next, the chemical reactions are solved using the concentration estimated by the transport step as initial guess. After this, the algorithm goes to the next time step and solves the next transport/chemistry sequence.

But what really triggered interest for splitting transport and chemistry in reactive transport models was the very influential paper published by Yeh and Tripathi in 1989 (Yeh 1989). Their main argument for splitting transport and chemistry was a reduction of CPU time. It also allows avoiding most of the problems associated with the dissolution/precipitation reactions. Although their arguments were criticized later (Saaltink 2001) because they were theoretical and did not reflect actual calculation results, the paper was so highly regarded that DSA almost completely disappeared from that point on. Since then, splitting approaches have been adopted as the preferred method to model reactive transport problems despite the implicit numerical error that they introduce in the calculations (Kanney 2003, Jacques 2006). The possibility of coupling existing transport and chemical models together proved too attractive compared to the numerical problems and computational burden associated with the fully coupled Direct Substitution Approach.
The operator splitting approaches are divided in two main categories:

- Sequential Iterative Approaches (SIA) and
- Sequential Non-Iterative Approaches (SNIA).

In the iterative approach, iterations are performed between the transport and chemistry until convergence is reached. In the SNIA, transport and chemistry are solved sequentially without iterations. The model described at the beginning of this section (Grove 1979) belongs to the SNIA category.

The SIA method consists mainly in expressing the formulations given in Section 2.3 so that the transport equations can be solved individually before chemistry is considered on a node per node basis. For instance, Walsh et al. (1984) used transport equations corresponding to formulation C (Equation (34)) solved using an explicit time stepping scheme. This linearizes the transport equations, which can be solved individually. The total concentrations are then separated into the solute, sorbed, and mineral components upon solving the chemical equilibrium equations. In (Engesgaard 1992), a model dealing with complexation, precipitation/dissolution, and oxidation/reduction was presented. The transport equations are expressed according to formulation A (see Equation (26)), where the reaction terms are considered as explicit source/sink terms. During the first iteration, the transport equations are first solved with the reaction terms set to zero. After chemistry, the source/sink terms are estimated based on the variations in the amount of precipitate and included in the transport equations. The iterations continue until a stable solution is reached. A similar algorithm was used in (Simunek 1994).

At the other end of the operator-splitting spectrum is the SNIA, exemplified by the paper from Grove and Wood (1979) summarized at the beginning of this section. SNIA can be selected over SIA for some reasons. Since it completely decouples transport and chemistry, it can prove easier to implement different transport and chemistry schemes in a single simulation platform. Removing the iterations between transport and chemistry can potentially reduce calculation times. However, as mentioned in (Steefel 1994b), SNIA requires a smaller time step than SIA to achieve the same level of accuracy. Strategies to reduce the operator-splitting error in SNIA, by controlling the grid spacing and time step, are discussed in (Jacques 2006). Comparisons between SNIA and SIA are provided in (Steefel 1994b, Walter 1994, Xu 1999). In most cases, SNIA tends to use less CPU time to get the same results. But the performances of SNIA are dependent on the type of chemical reactions. In (Xu 1999), the results showed numerical dispersion when ionic exchange simulations were performed with this algorithm. The dispersion resulted in less sharp concentration fronts than with the SIA algorithm.

Although all references cited previously were concerned with contaminant transport in groundwater, some papers have been specifically devoted to concrete barriers. In recent papers (De Windt 2004, Trotignon 2007), the authors used a SIA algorithm to simulate the long term durability of a concrete slab in contact with soil. In both papers, the simulations were performed on the layered concrete/soil system. In (Marty 2009), a similar problem was considered using a SNIA algorithm.

### 2.5 Nonlinear Transport Equations Coupled With Chemistry

All the papers cited in Sections 2.3 and 2.4 were based on linear equations based on the transport operator, Equation (27). This allows introducing the total soluble concentration given by Equation (19) into the mass transport equation. Following this, it is possible to eliminate the source/sink terms associated with the complexation reactions, which gives Equation (26), based on the total soluble concentration. This is possible when the fluid phase
flow in the pore network induces a dispersion factor that is strong enough to overcome the individual self-diffusion coefficient of the soluble species.

In the case of concrete, the permeability of the material is so low that high velocity flows are never encountered, except in macro cracks. In that case, the coupling terms in the flux expression (2) may have a significant influence on the transport of ions. But the difficulties involved with solving these terms have led to the development of models dedicated to concrete that were still using ADE-type equations similar to Equation (16) for long-term durability predictions. For example, most of the models dedicated to chloride ingress are still based on a single ADE equation, as reviewed in the chapter on chemical degradation (see for instance references Saetta 1993, Nagesh 1998, and Martín-Pérez 2001). As mentioned previously, multi-ionic models based on the splitting-operator approach have been used to assess the long-term durability of concrete barriers in contact with groundwater (De Windt 2004, Trotignon 2007, Marty 2009).

Some multi-ionic models dedicated to species ingress in concrete have been developed considering the electrical coupling term in Equation (2). The model presented by Truc et al. (2000) takes the electrical coupling into account to model the ingress of chloride in concrete structures. The binding of chloride on the hydrated cement paste is approximated by a relationship similar to Equation (24). Samson and Marchand presented a multi-ionic model based on Equation (2) that was used to model chloride (Samson 2007) and sulfate ingress (Samson 2007b) cases. Their model uses a SNIA algorithm to couple transport with the chemical equilibrium relationships. In (Samson 2007b), the authors showed that neglecting the electrical coupling may lead to erroneous predictions of sulfate ingress rate. That type of model is able to consider the different self-diffusion coefficients of the considered species while maintaining the electroneutrality of the solution. However, the extensive computational time needed to solve the transport equations, coupled with the absence of self-diffusion data for secondary species (Li 1974), forced the authors to neglect homogeneous complexation reactions. No study could be found to assess the impact of this on long-term durability simulations.

3.0 THERMO-HYDRO-MECHANICAL MODELS

Many degradation phenomena observed on concrete structures are directly related to water content and temperature gradients in the material. Some of these degradation phenomena occur at early ages, such as drying shrinkage and heat of hydration-induced crack formation. In other cases, the damage may occur later in the life of the structure, even though the material has gained strength from the hydration process. This is the case for instance for structures exposed to freezing and thawing cycles and the long-term deformations induced by creep.

Modeling these phenomena is performed using thermo-hydro-mechanical (THM) approaches. While many different THM models have been proposed, they are in most cases based on solving the conservation equations for the gas and fluid phases, coupled to mechanical and thermal relationships. The global THM framework is reviewed in the following section. THM models based on simplified fluid transport equations were also reviewed. Finally, the last subsection is dedicated to modeling mechanical damage induced by the cement hydration process.

3.1 General Overview

The general framework outlined in this section closely follows the description found in (Gawin 1996). Other THM models can be found in (Baggio 1995, Bary 2000, Khalili 2001, Obeid 2001, Gawin 2006, Bary 2008).
In order to simulate moisture transfer, most THM models found in the literature are based on separate mass conservation equations for the gas, water vapor and liquid vapor phases. This type of model has also been reviewed in the chapter dedicated to hydraulic properties. The mass conservation equations for the fluid phases, under the assumption of a rigid solid matrix, can be expressed as (Mainguy 2001):

Liquid phase:
\[ \frac{\partial (\phi S \rho_l)}{\partial t} + \text{div} (\phi S \rho_l \mathbf{v}_l) + \mu_{l-v} = 0 \] (35)

Vapor phase:
\[ \frac{\partial (\phi \rho_v (1 - S))}{\partial t} + \text{div} (\phi (1 - S) \rho_v \mathbf{v}_v) - \mu_{l-v} = 0 \] (36)

Dry air phase:
\[ \frac{\partial (\phi \rho_a (1 - S))}{\partial t} + \text{div} (\phi (1 - S) \rho_a \mathbf{v}_a) = 0 \] (37)

where: the subscript \( l, v \) and \( a \) stand for the liquid, vapor and dry air phases respectively, \( \phi \) is the porosity, \( S \) is the saturation of the liquid phase, \( \rho \) is the density, \( \mathbf{v} \) is the velocity (flow) vector, and \( \mu_{l-v} \) is a source term accounting for the condensation/vaporization at the liquid/gas interface.

In most THM models, the coupling with mechanics allows consideration of cases where the solid matrix assumption is not valid. In this case, terms involving the deformation of the matrix are added to the mass transport Equations (35) to (37). In order to keep the model to a reasonable size, it is possible to combine the liquid and vapor phase conservation equations to eliminate the condensation/vaporization term. Also, relationships between vapor pressure, water content, saturation and capillary pressure can be used so that the resulting equation is based on a single state variable. This approach was used in (Baggio 1995, Gawin 1995, Gawin 2002, and Gawin 2006). The following paragraphs give the basic conservation equations considered in most THM models (Gawin 1995).

Water species (liquid + vapor):

The mass conservation equation for the combined liquid and gaseous water is given by:
\[ \phi \frac{\partial ((1 - S) \rho_v)}{\partial t} + \phi \frac{\partial S}{\partial t} + \alpha (1 - S) \rho_v \frac{\partial (\text{div} \mathbf{u})}{\partial t} \]
\[ + b S \rho_l \frac{\partial (\text{div} \mathbf{u})}{\partial t} + \text{div}(\rho_v \mathbf{v}_v) \]
\[ + \text{div}(\rho_v \mathbf{v}_a^d) = 0 \] (38)

where: \( \mathbf{u} \) is the displacement vector of the solid matrix, the subscript \( g \) refers to the gas phase, \( \alpha \) is Biot’s constant, \( \mathbf{v}_g \) is the bulk velocity of the gas phase and \( \mathbf{v}_v^d \) is the flow of vapor due to diffusion.

Constitutive relationships provide the flow equations for the different phases. For the liquid phase, the flow equation corresponds to Darcy’s law:
\[ \mathbf{v}_l = -\frac{k_l}{\mu_l} (\text{grad} \rho_l - \rho_l \mathbf{g}) \] (39)

where: \( k_l \) is the liquid permeability of the material, \( \mu_l \) is the dynamic viscosity of the liquid phase, \( \rho_l \) is the liquid pressure, and \( \mathbf{g} \) is the gravity acceleration vector.

A similar expression is used for the gas phase flow:
\[ \mathbf{v}_g = -\frac{k_g}{\mu_a} (\text{grad} \rho_g - \rho_g \mathbf{g}) \] (40)

Finally, the flow of vapor due to diffusion can be expressed as (Whitaker 1977):
\[ \mathbf{v}_v^d = -D_v \text{grad} \left( \frac{\rho_v}{\rho_a} \right) \] (41)

where: \( D_v \) is the diffusion coefficient of vapor.

In order to express Equation (38) as a function of a single state variable for water, most models rely on the definition of capillary pressure \( P_c \), which relates liquid and gas pressures (Bear 1988):
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\[ p_c = p_g - p_i \]  \hspace{1cm} (42)

and Kelvin’s relationship (Kaviany 1995):

\[ p_c = -\frac{\rho_l RT}{M_w} \ln\left(\frac{p_v}{p_r^s}\right) = -\frac{\rho_l RT}{M_w} \ln(H) \]  \hspace{1cm} (43)

where: \( R \) is the ideal gas constant, \( T \) is the temperature, \( M_w \) is the molar mass of water, \( p_r^s \) is the saturated vapor pressure, and \( H \) is the relative humidity.

Also, the ideal gas law can be used to relate the vapor density of Equation (41) to the vapor pressure:

\[ \frac{\rho_v}{M_w} = \frac{n_v}{V_g} = \frac{p_v}{RT} \]  \hspace{1cm} (44)

where: \( n_v \) is the number of vapor molecule in the gas phase volume \( V_g \).

Substituting relationships (42)–(44) in the flow Equations (39)–(41) allows expressing the water species conservation equation as either liquid pressure, vapor pressure, or capillary pressure. If the relationship between saturation or water content and capillary pressure is known, such as Van Genuchten’s relationship (Van Genuchten 1980), it is possible to use these state variables instead.

A comprehensive discussion on the choice of the state variable can be found in (Gawin 2006). The authors suggest using the pressure variables instead of saturation or water content because these variables are not continuous at the interface between two materials having different porosities and moisture retention characteristics. It is thus not possible with these variables to solve problems where different material layers (material interfaces) are present.

\[ \dot{\rho} \frac{\partial((1-S)\rho_o)}{\partial t} + \alpha(1-S)\rho_o \frac{\partial(\text{div } \mathbf{u})}{\partial t} + \text{div}(\rho_o \mathbf{v}_g) - \text{div}(\rho_g \mathbf{v}_g^d) = 0 \]  \hspace{1cm} (45)

Similar to the water species relationship, flow Equations (40) and (41) are substituted in (45) to yield the full dry air conservation relationship.

Energy conservation:

The evolution of temperature in the porous material is calculated from the energy balance relationship. Most authors assume that the different phases (solid matrix, liquid and gas) of the material are in thermal equilibrium. In these conditions, the energy balance equation is given by (Gawin 1995):

\[ \rho C_p \frac{\partial T}{\partial t} + (C_p \rho_l \mathbf{v}_l + C_p \rho_g \mathbf{v}_g) \cdot \nabla T \]  \hspace{1cm} (46)

\[ -\text{div}(\lambda_{\text{eff}} \nabla T) + \sum_k f_k = 0 \]

where: \( \rho \) is the average density of the material, \( C_p \) is the specific heat, \( \lambda_{\text{eff}} \) is the effective thermal conductivity, and \( f_k \) represents the various sink or source terms that affect temperature.

Many different phenomena may contribute to the term \( f_k \) in Equation (46). Gawin (2002) reported terms associated with phase change (evaporation) and dehydration of water. In (Ulm 1995, Ulm 1998, Gawin 2006), the modeling of the heat generated during the hydration of concrete and its coupling with mechanics is discussed (see Section 3.3).

In (Khalili 2001), the authors devised a THM model without assuming thermal equilibrium between the solid, liquid, and gas phases. In that case, three separate energy balance equations similar to (46) were considered for each phase, with thermal exchange terms between the phases being added.
Mechanical coupling:

In many THM models, the time-dependent mass and energy conservation equations are coupled to the static linear momentum balance equation, assuming that the deformations induced by the fluids and energy transport are slow enough to be considered as a series of static mechanical problems. In that case, the linear momentum balance equation is given by (Gawin 1995):

$$\text{div}(\sigma) + \rho \mathbf{b} = 0$$  \hspace{1cm} (47)

where: $\sigma$ is the total stress tensor, $\mathbf{b}$ is a body force vector, usually corresponding to gravity, and $\rho$ is the average density of the material, expressed as a weighted average of the separate phase density:

$$\rho = (1 - \phi)\rho_s + \phi S \rho_l + \phi (1 - S) \rho_o$$  \hspace{1cm} (48)

where: $\rho_s$ is the density of the solid matrix.

The constitutive equation is expressed as a function of the effective stress $\sigma'$, which was first introduced in soil mechanics (Gray 2001). The effective stress expression for an isotropic material is given by (Bary 2000):

$$\sigma' = \sigma + bpI$$  \hspace{1cm} (49)

where: $b$ is the Biot scalar parameter, $p$ is the average pressure and $I$ is the identity tensor.

The average pressure is given by (Gawin 1995):

$$p = Sp_l + (1 - S)\rho_s$$  \hspace{1cm} (50)

The effective stress relationship links the pressure variations in the material resulting from moisture content variations with mechanical deformations. As an alternative to the relative stress expression, Coussy derived an incremental form of Equation (49) (Coussy 1995):

$$d\sigma' = d\sigma + (\phi T - Sd\rho')I$$  \hspace{1cm} (51)

which in most cases yield results similar to expression (49) according to (Gray 2001).

The simplest mechanical coupling case corresponds to a linear elastic model (Gawin 1995), where the total stress tensor is related to the elastic strain by:

$$\sigma = E_o : \epsilon^e$$  \hspace{1cm} (52)

where: $\epsilon^e$ is the elastic strain contribution and $E_o$ is the elasticity matrix.

The total strain $\epsilon$ is given by (Gawin 1995):

$$\epsilon = \epsilon^e + \epsilon^T + \epsilon^o$$  \hspace{1cm} (53)

where: $\epsilon^T$ is the strain caused by thermo-elastic expansion and $\epsilon^o$ is the autogeneous strain.

The thermal strain is written as (Cervera 1999b):

$$\epsilon^T = \alpha_T (T - T_{ref})I$$  \hspace{1cm} (54)

where: $\alpha_T$ is the thermal dilatation coefficient and $T_{ref}$ is a reference temperature for which the thermal strain is null.

In (Gawin 2002), the elastic linear model was expanded to a nonlinear damage model to simulate concrete exposed to temperature above the critical point of water. In that case, the stress-strain relationship is written as:

$$\sigma = (1 - d)E_o : \epsilon^e$$  \hspace{1cm} (55)

where: $d$ is the scalar damage parameter (Mazars 1989). Kahalili and Loret (Khalili 2001) presented a THM model where the mechanical formulation is based on an elasto-plastic constitutive law to simulate moisture induced shrinkage. In (Baggio 1995), the authors devised a THM approach where the mechanical model
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is based on viscoelasticity and damage. Similar to the SNIA algorithm of reactive transport modeling, the calculations are performed in two sequential steps. The hydro-thermal simulations are performed first, and then the mechanical analysis is performed using a separate code.

The THM framework described in the previous paragraphs has been expanded theoretically in (Schrefler and Pesavento 2004). Averaging the microscopic mass balance and constitutive equations over a Representative Elementary Volume (REV), they obtained a set of conservation equations that includes interface terms that can be used to model different exchange phenomena between the various phases. The final system of equations is made of 30 equations with 30 corresponding independent variables. Although the global model could hardly be solved when all equations are considered, it provides a solid framework for devising specific applications.

3.2 Simplified THM Models

Given the complexity of the equations involved, solving THM models can prove a daunting task. Not surprisingly, simplifications have been made in some cases in order to keep the numerical problem manageable. In some other cases, the model can be simplified due to the nature of the problem to be solved.

This is the case for instance in (Bary et al. 2000). The authors present a model to simulate the damage caused by high fluid pressure on concrete structures such as dams. In that case, the material can be considered saturated and the temperature uniform, which simplifies the set of equations.

Similar to the moisture transport models reviewed in the chapter on hydraulic properties, many authors assumed that the gas pressure is constant in the porous material. This allows removing dry air from the set of equations and also simplifies the remaining water species conservation equation as shown in (Chijimatsu 2000, Obeid 2001, Bary 2008). In (Meschke 2003), the authors used a nonlinear diffusion approach similar to the approach proposed by Bazant (Bazant 1971) but based on the capillary pressure state variable instead of the relative humidity.

3.3 Adding Cement Hydration to THM Models

The THM modeling framework has been used frequently to model the relationship between the heat of hydration and the damage induced to the concrete matrix by the strong temperature gradients during the early ages of the material. Although the intensity of the hydration phenomena decreases rapidly after a few hours in the material’s life, the potential microcracks in the hydrated cement paste can increase the transport properties and have detrimental effects in the future.

To consider the heat of hydration in coupled THM equations, Cervera et al. (Cervera 1999, Cervera 1999b) added a source term $f_\xi$ to the energy conservation Equation (46) that models the heat generated by the chemical reactions when the cement is mixed with water:

$$ f_\xi = Q\dot{\xi} $$

where: $Q_\xi$ is a material constant and $\dot{\xi}$ is the degree of hydration.

The rate of hydration $\dot{\xi}$ is given by:

$$ \dot{\xi} = k \frac{A_o}{n_o} \left( \frac{\xi}{k\xi_c} + \frac{\xi}{\xi_c} \right) \exp \left( \frac{n_o}{\xi_c} \right) \exp \left( -\frac{E_a}{RT} \right) $$

where: $A_o$ is the initial affinity of the hydration reaction, $\xi_c$ is the maximum degree of hydration, $E_a$ is the activation energy of the hydration process, $R$ is the ideal gas constant, and $T$ is the temperature. The other parameters, i.e., $k, n_o, \Pi$, are material constants to be determined experimentally.
The hydration degree and Equation (57) are added to the THM model as a new state variable and equation. They must be solved in addition to the other conservation equations.

The hydration process is coupled to the mechanical model by adding a component to the total strain Equation (53) called the chemical strain \( \varepsilon_{ch} \), which is the contribution from the self-generated heat of hydration of cement. This strain is proportional to the hydration degree:

\[
\varepsilon_{ch} = \alpha_\xi \xi T
\]

where: \( \alpha_\xi \) is the thermal expansion parameter associated with the heat of hydration.

Similar models considering the hydration process were described in (Ulm 1995, Ulm 1998, Gawin 2006).

**4.0 Coupled Ionic Transport and Mechanical Models**

The concern over the long-term stability of concrete in contact with groundwater or contaminated water in the context of nuclear waste storage has initiated the development of models that attempt at coupling THM models with reactive transport approaches. A number of phenomena that are important in weathering and behavior of cementitious barriers and grouts are governed by a combination of chemical, physical, and mechanical processes. Important properties are: stability of cementitious phases, permeability for water, ions and gases, chemical composition (pH, redox), crack development. Examples of such interactions are: effect of chemical speciation (form) on mobility and transport rates of substances, effect of locally formed precipitates on porosity and tortuosity, stress and material damage caused by precipitation of expanding minerals, increased porosity of material by leaching of matrix components, and decreased material strength by leaching of matrix components.

Understanding these effects and quantitative estimation of long terms effects requires models that can accommodate the different process descriptions.

A “complete” model should contain sub models for:

- Multi-component chemical reactions. It has a lot of advantages to use standard thermodynamic equilibrium model frameworks. In this way it is possible to use existing thermodynamic databases and easier to make use of progress made in this field,

- Mass transport processes (diffusion, convection, electrochemical coupling, heat conduction),

- Local chemical conditions (local concentrations of all physico-chemical species),

- Coupling relationships between chemistry, local pressures, porosities, strength etc.

Integration of these models needs to be tight, because chemical and physical properties change dynamically in time and place. Effectively this means that a lot of information has to be exchanged between the different sub-models during runtime, per time step. This effectively makes it necessary to integrate these models within a single framework in which all sub-models run at the same time. But so far, these efforts have been very limited. They are summarized in this section.

**4.1 Simplified Transport Coupling**

Most attempts to link reactive transport in cementitious materials with THM models were concerned with the decalcification of the hydrated cement paste and the impact it has on the mechanical resistance of the material and the possible damage induced to the matrix. In all the papers reviewed for this section (Gérard 1998, Ulm 1998, Kuhl 2004, Kuhl 2004b), the concentration of calcium was
used as the driving mechanism behind the matrix dissolution. Accordingly, the transport of ions was limited to a single equation modeling the diffusion of calcium:

\[ \frac{\partial s}{\partial t} + \nabla \cdot \left( D \nabla c \right) = 0 \]  \hspace{1cm} (59)

where: \( c \) is the concentration of calcium in the pore solution of the material, \( s \) is the amount of calcium in the solid phase (as portlandite and C-S-H), \( w \) is the water content, and \( D \) is the diffusion coefficient of calcium.

The first term on the left hand side of Equation (59) accounts for the calcium released in the pore solution upon portlandite and C-S-H dissolution. In all models cited previously, it is estimated from the C/S ratio vs. \( c \) relationship shown on Figure 2 (the experimental data in Figure 2b were taken from (Berner 1992)). Going from Figure 2a to Figure 2b is hypothetical at best since there is no direct relationship between the amount of portlandite and C-S-H and the calcium in pore solution, as emphasized by the equilibrium relationship (13).

To couple transport and matrix dissolution to the mechanical model, Gérard et al. (Gérard 1998) introduced an ageing parameter \( V_d [0:1] \) that depends on the amount of calcium dissolved. According to Figure 2, it can also be related to the calcium in solution. The ageing parameter is then incorporated in the damage model (Equation (55)) as:

\[ \sigma = (1 - V_d)(1 - d)E_0 : \varepsilon^e \]  \hspace{1cm} (60)

According to this formulation, the ageing parameter contributes to reduce the mechanical properties of the material as the matrix is dissolved.

In (Gérard 1998), the authors also consider a feedback effect that modifies the transport parameters as a function of the damage level.

4.2 Multi-ionic Transport Coupling

As shown in the previous section, most models attempting to couple reactive transport and THM models have been limited to simplified ionic diffusion equations. Only one model coupling multi-ionic reactive transport and damage mechanics could be found. The model, developed by Planel (Planel 2002), uses a reactive transport model based on the SIA algorithm based on linear transport equations (see Equation (27)) to simulate the precipitation of ettringite and gypsum upon exposure to groundwater containing sulfate.

The mechanical portion of this model is based on a damage model similar to Equation (55). In this case, the damage parameter is a function of the volume of ettringite that is precipitated compared to the initial porosity of the material. The dissolution of C-S-H and its impact on the pore volume is also considered.

5.0 CONCLUSIONS

The review of approaches to couple physical, structural, and physical mechanisms showed two main categories of models: reactive transport and thermo-hydro-mechanical. Reactive transport models couple transport of species in the pore network with chemical reactions within the pores and with the solid matrix. On the other hand, the thermo-hydro-mechanical models focus on the impact that fluid and thermal flow have on the mechanical resistance of concrete.

The review showed that reactive transport models incorporating mechanical considerations or THM models dealing with detailed transport and chemistry relationships are nearly non-existent. Given the mechanisms and time scales involved in nuclear waste storage problems, models incorporating detailed reactive transport with a THM framework could be developed and used to provide a global durability assessment for those structures.
Figure 2. Relationship Between the Calcium in Solution vs. the CaO/SiO$_2$ Ratio and s.
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A fundamental understanding of the behavior of cementitious barriers will be needed to reduce uncertainty in performance evaluations and to improve designs. These barriers are often one of the primary control mechanisms to prevent or limit radionuclide releases from nuclear facilities. Improved tools are needed to allow performance assessments to fully incorporate and consider the effectiveness of cementitious barriers, which in part limits the types and quantities of contaminants that may be disposed of in shallow land disposal. A set of simulation tools are needed to predict 1) the hydraulic properties, 2) the stability of the relevant cement matrix phases and 3) the release fluxes of contaminants in response to variable boundary conditions and system stresses over relevant time periods. The developed tools should include explicit evaluation of uncertainty in the resulting performance estimates. In this chapter, examples of relevant integration frameworks and couplings are described in the context of the CBP modeling needs. Each of the frameworks described has strengths and weaknesses based on the models that will be selected and the extent and nature of the interactions among the models.

1.0 INTRODUCTION

An important objective of the Cementitious Barrier Partnership (CBP) project is to develop a reasonable and credible set of simulation tools to predict the structural, hydraulic, and chemical performance of cement barriers used in nuclear applications over relevant time frames. These barriers are often one of the primary controls to prevent or limit radionuclide release from nuclear facilities. Without adequate tools to estimate future contaminant releases, performance and risk assessments cannot fully incorporate the likely effectiveness of concrete barriers, which may limit the kinds and quantities of radionuclides that may be disposed of in shallow land disposal. Furthermore, understanding the behavior of cementitious barriers at a more fundamental level is needed to evaluate and improve designs for nuclear waste disposal and other critical applications including nuclear power plants and spent nuclear fuel pool storage. A set of simulation tools are needed to predict: 1) the hydraulic properties, 2) the stability of the relevant
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cement matrix phases and 3) the release fluxes of contaminants in response to variable boundary conditions and system stresses over relevant time periods. The developed tools should include explicit evaluation of uncertainty in the resulting performance estimates.

A simplified approach to model integration is initially provided that can be used to guide the selection and development of both the models and the needed framework for predicting waste-management related properties of cementitious barriers. Examples of relevant integrations or couplings of models are described in the context of the CBP needs. Each of the integration platforms had strengths and weaknesses depending on the models selected and the nature and extent of interactions among the selected models.

The mechanisms that effect both the structural integrity of cementitious barriers and their capacities to isolate contaminants from the environment can be conceptualized as a series of interacting processes describing physical, hydraulic, and chemical performance. In summary, changes in hydraulic properties, structural performance, and contaminant releases are the net consequences of changes in the physical-chemical structure of the cementitious material in response to ingress and egress of chemical constituents, on-going chemical reactions, and internal and external physical stresses. Contaminants released from the barrier can migrate to human receptors through various exposure media (e.g., vadose zone, groundwater, or surface water) through different potential pathways (e.g., inhalation or ingestion). These potential mechanisms and processes can be abstracted as illustrated in Figure 1. The area of interest for the CBP (i.e., including hydraulic properties and contaminant fluxes from the cementitious barrier) is indicated by a dashed line in Figure 1.

The fluxes of contaminants exiting the cement barrier in question as a function of time are of primary interest to the CBP. However, for contaminants to be released from the cement matrix or barrier at rates above that of simple diffusion, the concrete must undergo some sort of aging or degradation process and a contaminant transport mechanism must be available (e.g., with percolating water or by diffusion). There are a number of processes known to degrade concrete, which will provide for both the release of contaminants from the cement matrix and their subsequent migration from the barrier to the surrounding environment. Some of the known degradation processes include chemical attack (e.g., by chloride, sulfate, oxygen and/or carbonate), frost attack, corrosion of structural members, gas generation, and gel expansion.

Figure 2 provides a simplified conceptual model for many known causes of concrete degradation and how these causes might interact to impact durability, barrier performance, and structural performance (Long, Henderson & Montgomery 2001; Pretorius 2001). The degradation processes that affect durability also tend to impact the performance of the cement as a waste matrix because of changes in pore structure and diffusivity of oxygen and contaminants. Cracking plays a major role in the performance of the concrete barrier by increasing the rate of transport of contaminants to the environment under many scenarios. The development of cracks impacts the transport of oxygen, water, and dissolved species (e.g., sulfate or chloride) into the concrete and contaminants from

---

1 Figure 1 is based on a presentation entitled “Long-Term Performance of Surface and Sub-Surface Engineered Barriers” by Jacob Philip and Thomas Nicholson of the U.S. Nuclear Regulatory Commission (NRC) to the National Academy of Science on May 26, 2006. The presentation is available at http://dels.nas.edu/besr/docs/PhilipNicholson.pdf (accessed October 1, 2008).

2 Transport impacts and cracking are coupled in that the movement of sulfate and other species (originally by diffusion) into the concrete can cause cracking of the concrete, which then may result in increased transport. It has been suggested by Walton (1992) that in “the absence of cracks, high quality concrete will almost always do an outstanding job of isolating waste because of its low permeability and high available surface area for sorption. In the presence of cracks, concrete only sometimes works well for waste isolation.”
Figure 1. Generalized Performance Assessment Conceptualization
(Adapted from A Diagram from Philip and Nicholson (2006))
Figure 2. Specifications, Properties, and Phenomena for the Evaluation of Performance of Cementitious Barriers (Adapted from Long et al. (2001) and Pretorius (2001))
the cement matrix to the environment (Walton 1992). Degradation also affects the structural properties and performance of the concrete in its ability to withstand loads and limit load-induced cracking.

Another aspect of modeling concrete deterioration and subsequent contaminant transport apparent from the conceptualization in Figure 2 is that it may be possible to represent concrete degradation as a coupled set of modular process that interact with the broader performance assessment computations. Modules can be developed (if not already available) for important degradation processes and then coupled to provide a comprehensive model of concrete deterioration. For example, models are available for many of the important degradation and transport processes represented in Figure 2 (e.g., sulfate and chloride ingress and attack or carbonation). Thus a coupled, modular approach is the expected CBP approach to develop state-of-the-art tools to model concrete behavior for nuclear applications. A modular approach to software design also generally results in easier development and produces better quality results than monolithic design and programming approaches (Lee 1994).

**2.0 A SIMPLIFIED APPROACH FOR MODEL INTEGRATION**

At a fine enough level of detail, any model integration problem could likely be considered unique; each may use a different framework, require different models, or answer different questions than another integrated solution. However, model integration approaches often have many elements in common, and a process to be followed can be generalized. Figure 3 provides a simplified conceptual framework that was used to develop the screening risk tool for U.S. Department of Energy (DOE) shallow land burial wastes (Brown 2008). Although the framework in Figure 3 was followed for a specific purpose, it can be used to develop a more general integrated model development framework to inform any such integration process including that for cementitious barriers.

As illustrated in Figure 3, one of the first steps is to conceptualize the problem in terms of the necessary solution and the characteristics that must be captured in order to solve the problem. The approach adopted should be commensurate with the importance, complexity, and maturity or "stage" (e.g., screening, cleanup level definition) of the problem to be solved. These considerations impact not only model selection and integration efforts but also how input data and model parameters should be managed.

Because of the expense involved with quantitative assessment of uncertainties in a simulation (e.g., design and analysis of data, defining relevant probability distributions, structuring uncertainty analyses, or updating), the ability to perform sensitivity analyses is critical to the efficient use of resources. The parameters that most influence model outputs should be identified so that efforts and resources can be focused appropriately. The most typical sensitivity analysis examines the impacts of parameters or input data one-at-a-time and may omit important interaction effects. More sophisticated sensitivity analysis techniques are available depending on the nature and importance of the problem and whether the additional complexity is warranted. These alternative methods may be called externally much in the same manner as the models used to predict needed cementitious barrier behavior. Furthermore, sensitivity and uncertainty analyses are rarely performed in a vacuum; insights from model developers and users are often available and represent an excellent starting place for these analyses.

---

3 A monolithic approach to software development is also possible where all needed functionality is programmed in a single, monolithic code and tight coupling can be instituted. However, the gain in coupling and efficiency from a monolithic code structure may occur at a cost of increased development time (especially if modules or callable programs already exist) as well as the typical issues of low re-usability and interoperability when compared to more modular or component-based schemes. It has been assumed that because programs are available with much of the necessary functionality that a modular scheme will be adopted for the CBP.
Figure 3. Simplified Approach to Model Integration for the Risk Screening Tool for Department of Energy (DOE) Buried Wastes (Brown 2008)
2.1. Nature of Coupling

How individual models in the CBP framework will be implemented and the nature of the dependencies (i.e., coupling) among the model implementations (denoted subordinate codes) requires examination. The degree and directions of the coupling required among the individual subordinate codes will depend on numerical stability considerations for the physical phenomena modeled. Coupling can be classified along the following lines for the integrated simulation framework:

- **None** – The subordinate codes are not related
- **Unidirectional** – The codes are run once in an appropriate sequence with “downhill” information flow and without internal feedback loops between subordinate models.
- **Very weak** – There is coupling between simulations; that is, each subordinate can run independently for an entire transient with iteration needed between transients to synchronize results.
- **Weak** – There is coupling between timesteps; that is, subordinates must be synchronized after each timestep or at defined timestep intervals.
- **Strong** – There is coupling within timesteps; that is, the subordinate programs must proceed together during each timestep.

The degree of coupling required by the physical processes modeled will have a critical impact on the software integration, and methods have been developed for handling complexities arising from coupling (Matthies, Niekamp & Steindorf 2006). Because the integrated framework to be developed by the CBP is intended to provide temporally- and spatially-varying constituent fluxes and important hydraulic properties as input to a higher-level performance assessment (PA) code (e.g., PORFLOW or STOMP), the considerations raised in these sections also apply to interactions between the CBP framework and PA code.

It may be preferable to tightly couple models if the models run sufficiently fast and have interfaces that allow them to be tightly coupled with each other. Under these conditions, the integration framework would be primarily a passers of information amongst individual models and a collector of results (i.e., a blackboard) for resulting evaluation. However, the interactions and interdependencies (i.e., coupling) likely to exist among any set of models (especially complex phenomenological models) needed to solve a sophisticated, real-world problem are such that a tight coupling of models is likely to present logistical and computational difficulties. The temporal nature and spatial complexity of the solution likely needed for a state-of-the-art analysis of concrete barriers will likely exacerbate any model coupling and surrogate model development issues. The coupling of individual subordinate models within the integrated framework (as well as the framework and PA model) will be as loose (or weak) as possible based on the numerical stability of the physical phenomena being represented (Cole 2002; Weaver, Tomlinson & Aumiller 2000; Weaver, Tomlinson & Aumiller 2001). This “weak coupling” strategy will allow the CBP tools to leverage off existing programs and maintain as much fidelity as possible to the original codes and solutions.

2.2 Computing Environment

The hardware and software platforms that are used to develop and run an integrated framework are also important considerations. One possible classification for computing environments is:

---

4 The classification is taken from a personal communication from G. Flach of SRNL on March 31, 2009. There are additional classification schemes for coupling considerations (King 2005; Page-Jones 1980; Stevens, Myers & Constantine 1974).

5 Individual models may have performances too slow for use in an integrated framework. Under these circumstances, it may be possible to develop surrogate models or to extract the underlying relationships for direct implementation in the simulation framework, which would make their coupling more straightforward. The technique is also influenced by the quality of the supporting information. Ultimately, the sophistication of the integrating model will be commensurate with the nature of the supporting information.

6 The classification is taken from a personal communication from G. Flach of SRNL on March 31, 2009.
• **Heterogeneous environment** – Multiple operating systems (e.g., LINUX and Microsoft Windows) and different hardware platforms are needed.

• **Homogeneous environment** – The same operating system and hardware platform can be used.

• **Single machine** – The coupled software runs on a single machine (although possibly with parallel or multiple processors).

For example, if necessary models must be run on different operating systems, then a framework is necessary that operates in a heterogeneous environment with communication among subordinate codes over a network. On the other hand, a homogeneous environment or single machine could be used if 1) all needed models can run on a single operating system/hardware configuration or 2) surrogate models can be developed, when needed, to run under the selected configuration. This consideration also applies to the integrated CBP framework and PA model.

The option that requires the least work from model developers would be to call legacy model codes (running in a single operating system) as external, standalone processes from the framework system. However, the needed models may not run on the necessary operating system or executing a model may be computationally too expensive especially if a large number of runs are needed during a simulation (e.g., for an uncertainty analysis). A common alternative to improve computational efficiency is to develop surrogate models that can be integrated directly into the simulation framework and called instead of the more complex models (Field Jr. 2005; Qian et al. 2006). However, using surrogate models not only tends to increase overall model uncertainty (which must be accounted for), it can also change the fundamental nature of the uncertainties in the models because of the tendency of the surrogate model development process to smooth the results. Properly constructed surrogate models must not lose any important model response information.

### 2.3 Programming Languages Used

Another important aspect that impacts coupling in the system is model implementation (e.g., development environment or native language). Often the native language used to implement a model impacts the manner in which another program can interact with the model code. For example, in the Parallel Virtual Machine (PVM) described in Section 3.5, the C and C++ bindings for the user interface library are implemented as functions; whereas, those for FORTRAN codes are implemented as subroutines (Geist et al. 1994). The CBP framework program, expected to be composed of coupled, subordinate models selected to describe necessary physical phenomena, is intended to supply temporally- and spatially-varying contaminant fluxes and hydraulic properties to a PA model. Thus, linking considerations extend beyond the CBP framework itself.

### 2.4 Additional Considerations

There are aspects of the conceptual framework in Figure 3 that are non-technical but still very important to the successful development of a credible simulation tool. First, the software tools must follow applicable design guidelines not only because this is a requirement for DOE software⁷, but because software design is good programming practice. Because of the desire to maintain fidelity to legacy codes, the nature of the simulation tool should lend itself to modular software design, which will further promote ease of understanding, maintenance, and extensibility. Modularity in a software system will make it easier to stage required development and testing among multiple developers. Finally, the level of required verification and validation (V&V) will also impact

---

⁷ Software development for use by the U.S. Department of Energy (DOE) must satisfy the requirements of ASME NQA-1 (ASME 2000).
the development and, ultimately, acceptance of the cementitious barrier simulation tools.

2.5 Selection Criteria for the CBP Model Framework

A modular approach to software design, development, and maintenance is expected for the tools to be developed for the CBP. This approach has many potential benefits to both developers and end users. Some of the benefits of a modular design include (Lee 1994; Shorter & Adair 2008; Tuchschmid et al. 2006):8

- **Development** – Program development can be easily staged or performed in parallel using multiple developers.
- **Prototyping** – This is the stage between design and coding where complex algorithms can be demonstrated or alternative algorithms tested in modules.
- **Testing and Debugging** – Since modules will have well-defined interfaces, modules can often be evaluated independently by testing the interfaces. Some modules may be tested alone; others may need to be coupled with stub procedures to simulate related modules.
- **Understandability** – The modular nature of the system lends itself to being much easier to understand than a monolithic, procedural code.
- **Extensibility** – New results or components can be integrated into the system quickly and easily.
- **Scalability** – Additional computational resources can be utilized (when needed) in a scalable fashion.
- **Real-time capability** – Realistic simulator behavior requires compliance with various real-time constraints including execution in reasonable time on accessible hardware.
- **Maintainability** – The system can be sustained in a research environment often subject to changing information and innovations.
- **Flexibility** – Modules and components should be exchangeable to supporting different application domains and situations.

Various frameworks—modular and otherwise—have been developed to model complex systems. Examples of the various types of approaches available to simulate complex systems, especially those related to the CBP, follow.

3.0 EXAMPLES OF INTEGRATED MODELING APPROACHES AND PLATFORMS

Examples of approaches and platforms that have been used to develop integrated simulation tools for environmental assessments are described to illustrate alternatives to the problem posed by the CBP. These examples of approaches and platforms include

- **Monolithic Approach** – Implement all functionality in a single, monolithic code
  » CEMENT code (Seitz & Walton 1993)
- **Fidelity Approach** – Maintain fidelity to original programs
- **Hybrid Approach** – Adopt principles of both Monolithic and Fidelity Approaches to strike the needed balance between coupling and fidelity
  » Design Analysis Kit for Optimization and Terascale Applications (DAKOTA) (Eldred et al. 2006a; Eldred et al. 2006b; Eldred et al. 2006c)
  » GoldSim Monte Carlo simulation program (GTG 2005b; GTG 2005c)
- **Custom Interface Approach** – Develop custom interface for information passing
  » Parallel Virtual Machine (PVM) (Cole 2002; Geist et al. 1994).

---

8Although presented as benefits, many elements in the list can also be considered requirements for a successful modular system.
Other tools are briefly described (i.e., BARRIER and 4Sight) to illustrate the breadth of available tools. Finally, the modeling effort to couple flow and transport, infiltration, geochemistry, etc. to support the SRS Saltstone performance assessment (PA) is described. The tools that will be developed by the CBP will provide the source term information for a PA like that described for Saltstone.

3.1 Monolithic Approach Example: CEMENT Code

The CEMENT computer code was developed by the Idaho National Engineering Laboratory to implement simplified models describing the processes critical to concrete service life and performance as a barrier to flow and transport for use in performance assessments for concrete vaults and waste forms (Seitz & Walton 1993). Multiple concrete degradation processes are modeled (i.e., reinforcement corrosion, sulfate attack, freeze/thaw, and alkali-aggregate reactions) with an emphasis on rebar corrosion and cracking. The CEMENT code was developed as a monolithic FORTRAN 77 program with subroutines representing the various degradation and transport processes. The subroutines and thus the various processes were not meant to be run in a coupled fashion.

3.2 Fidelity Approach Example: Framework for Risk Analysis in Multimedia Environmental Systems (FRAMES)

The Framework for Risk Analysis in Multimedia Environmental Systems (FRAMES) was developed by the Pacific Northwest National Laboratory (PNNL) in conjunction with the US NRC\(^9\) (Whelan & Castleton 2006a; Whelan et al. 1997). FRAMES is a platform that allows users to integrate selected legacy environmental software models for risk assessment and management problems (Whelan & Castleton 2006a; Whelan & Castleton 2006b; Whelan et al. 1997). The program is a flexible and holistic approach to understanding how industrial activities may affect humans and the environment. With specific changes, legacy models can be integrated across scientific disciplines allowing for tailored solutions to specific activities and providing meaningful information to stakeholders and decision makers. FRAMES can be used to develop environmental scenarios and provide options for selecting appropriate models to conduct human and environmental risk management analyses.

The FRAMES program is a visual, object-oriented platform for linking potentially disparate legacy models and databases for conducting assessments. The design facilitates addition of new objects and modules to provide a highly adaptive modeling environment for evaluating a wide variety of exposure and risk scenarios. FRAMES couples user-defined models, databases, and legacy models and systems to transfer data and perform assessments. The FRAMES program (Whelan & Castleton 2006a)

- allows the problem to be conceptualized visually;
- allows the user to choose from different models and databases to address the problem;
- provides sensitivity and uncertainty analysis capabilities; and
- provides tools to visualize, tabulate, and document the results.

The FRAMES program is a Windows-based/Plug&Play system that allows users to import models into the system without the aid of a developer (Whelan & Castleton 2006a). Virtual constructs of real-world objects can be “dragged and dropped” into the system allowing analysts to visually analyze the problem as illustrated in Figure 4. Minimum data are required and models only transfer pertinent

Monte Carlo sensitivity and uncertainty wrappers provide integrated models with a means to perform probabilistic analyses. The user can also link to external models and/or databases remotely via web access (although this can significantly compromise computational efficiency). Available databases include those for properties of chemicals and radionuclides, human exposure parameters and risk factors, aquatic and terrestrial toxicity reference values, biological species life-history profiles, food bioaccumulation factors, and biota sediment accumulation factors.

Conceptually, FRAMES acts as middleware\(^\text{10}\) to assure the seamless communication among modeling components (Whelan & Castleton 2006b)\(^\text{11}\). No model or framework actually exists inside FRAMES—the FRAMES program acts as a portal to the model. Figure 5 provides an example of how middleware functions. The user chooses and runs a source-term model to produce the information (e.g., mass flux rates) needed by FRAMES. FRAMES then transfers this information to the user-selected aquifer model (e.g., RT3D in GMS\(^\text{12}\)) assuring appropriate

\(^\text{10}\)Typically, “middleware” is software connecting components or applications.

\(^\text{11}\)The OpenMI interface is another standard for linking environmental models (OpenMI 2007). The standard defines an interface that allows existing time-dependent models to exchange data at run-time.

\(^\text{12}\)The Groundwater Modeling System (GMS) is a graphical interface created by the Brigham Young University for various groundwater models—one of these models is the PNNL RT3D. The RT3D code solves coupled partial differential equations to describe reactive-flow and transport of multiple mobile and/or immobile species in a three-dimensional saturated porous media (Clement & Jones 1998).
conversions are made. The aquifer model is then run and produces data (e.g., concentrations) also for use by FRAMES, which makes the necessary conversions, and transfers the data to the selected exposure, intake, and risk models of choice.

3.3 Hybrid Approach Example: Design Analysis Kit for Optimization and Terascale Applications (DAKOTA)

The Design Analysis Kit for Optimization and Terascale Applications (DAKOTA) toolkit provides a flexible and extensible interface among simulation codes and allows new optimization and uncertainty quantification algorithms to be developed (Eldred et al. 2006a; Eldred et al. 2006b; Eldred et al. 2006c). DAKOTA provides algorithms for optimization, uncertainty quantification, parameter estimation, and sensitivity/variance analysis with design of experiments and parameter study methods. These components may be used independently or within advanced strategies including surrogate-based optimization, mixed integer programming, or optimization under uncertainty (Eldred et al. 2006c). By using object-oriented design principles to implement the key components for iterative systems analyses, DAKOTA provides a flexible and extensible environment for design and analysis of computational models on high performance computers.

One advantage that DAKOTA offers is access to a broad range of iterative capabilities that can be obtained through a relatively simple interface between DAKOTA and the simulator (Eldred et al. 2006c). Figure 6 illustrates the typical loosely-coupled relationship between DAKOTA and a simulation code13.

---

13The solid lines in Figure 6 indicate file input/output operations. Dotted lines indicate passing data that must be handled by the user. DAKOTA writes a parameters file that contains the current variables and then starts the simulation code. When the simulation completes, DAKOTA reads the response data from a results file. This process is repeated until all runs have been completed.
Data is exchanged between DAKOTA and the simulation code using data files; DAKOTA does not require access to simulation program source code. During operation, DAKOTA executes the simulation code in a separate external process.

In some cases, it is necessary to have a closer coupling between DAKOTA and a simulation code than that represented in Figure 6. This close coupling is accomplished through either a direct interface or a simultaneous analysis and design (SAND) interface (Eldred et al. 2006c). For the direct interface, the simulation code is modified to act as a subroutine in DAKOTA\textsuperscript{14}. The major advantage of a direct interface is the elimination of the overhead resulting from file I/O and process creation. A SAND interface requires extensive modifications to the simulation code so that the optimizer has access to the internal matrices in the simulation code. Both the optimization routine and simulation code converge simultaneously. While this approach can greatly reduce the computational expense, considerable software development must be expended to achieve this intrusive coupling.

DAKOTA is both a production tool for engineering design and analysis and a research tool for developing new optimization and uncertainty quantification algorithms (Eldred et al. 2006c). Because of the object-oriented design of DAKOTA, new algorithms, strategies, methods, etc. can be added easily. DAKOTA can

\textsuperscript{14}The direct interface can be considered “semi-intrusive” because it requires relatively minor modifications to the simulation code (Eldred et al. 2006c).
also serve as a rapid prototyping tool for new algorithm development. By making a broad range of components available, new capabilities can be constructed rapidly to leverage off previous software investment. DAKOTA has been used to solve engineering design and optimization problems and has provided motivation for research into new areas of optimization.

3.4 Hybrid Approach Example: GoldSim Monte Carlo Simulation Program

GoldSim is commercial Monte Carlo simulation software for dynamically modeling complex systems (GTG 2005a; GTG 2005b; GTG 2005c). The GoldSim simulation software:

- Includes modules for finance, reliability, and contaminant transport,
- Supports risk and decision analysis by simulating future performance,
- Quantitatively represents uncertainties and risks inherent in complex systems,
- Performs deterministic (often point-value) simulations, and
- Simulates simultaneously both continuous and discrete processes (i.e., it is a hybrid simulator\textsuperscript{15}).

The GoldSim software has been used in many applications including modeling environmental, business, and engineered systems\textsuperscript{16}. A typical use is to support the development of performance assessments for proposed and existing engineered waste management sites. GoldSim can be used to either develop simplified models or couple to existing models; examples for both are provided.

3.4.1 Screening Risk Tool for USDOE Buried Wastes

To provide a foundation for risk-informed decision making, a framework and methodology were developed for the consistent and transparent evaluation of the life-cycle risks and risk trade-offs associated with the disposition of wastes in shallow land burial and corresponding site remedial activities (Brown 2008). According to the U.S. Nuclear Regulatory Commission (NRC), risk is one of the inputs needed (along with costs, technical feasibility, cultural and societal impacts, etc.) to make a risk-informed decision.

To demonstrate the usefulness of the risk analysis framework, a general conceptual burial model was developed to describe the wide variety of possible waste, contaminant release, and environmental conditions at DOE shallow land burial sites (Brown 2008). Because no available tool incorporated all necessary features, the necessary elements (e.g., contaminants, transport processes, environmental media, and receptors) of the conceptual model were incorporated into a screening risk tool developed in the GoldSim Monte Carlo simulation software. Because a screening level analysis was the purpose of the tool, it was considered reasonable to use only built-in GoldSim functionality to maximize the efficiency of the simulation (i.e., no external programs or databases were called)\textsuperscript{17}. The screening risk tool was used to evaluate exposure and accident risks for buried waste disposition over relevant spatial and temporal scales (Brown 2008).

\textsuperscript{15}The term “hybrid” to describe the simulator type (i.e., simulates both continuous and discrete processes) is used in a different sense than when this term when applied to the code development approach. For the code development approach, “hybrid” indicates that concepts from the monolithic style and that maintaining the fidelity of the existing codes are adopted. GoldSim can be considered both a hybrid simulator and a hybrid approach to implementation because algorithms can be directly implemented in GoldSim or existing codes can be called externally.

\textsuperscript{16}Examples of the types of problems to which GoldSim has been applied are listed at http://www.goldsim.com/ (accessed October 1, 2008).

\textsuperscript{17}A similar approach was taken by Esh et al. to develop an independent performance assessment model to facilitate review of DOE’s non-HLW determination for the Saltstone Disposal Facility (SDF) at the Savannah River Site (Esh, Ridge & Thaggard 2006).
The GoldSim screening risk tool incorporates simple models, simplifying assumptions, and minimal system site information to estimate life-cycle risks for shallow land burial site disposition (Brown 2008). The manners in which contaminant transport and environmental media are implemented in the screening risk tool are illustrated in Figure 7. As indicated in this figure, a more detailed and accurate risk tool can also be developed by using GoldSim as an integrating platform from which more detailed codes that can be called as external programs. The screening risk tool provides an integrated platform for quantitatively evaluating the life-cycle risks and risk trade-offs needed as input to decision-making for shallow land burial site disposition (Brown 2008). The framework and methodology as implemented in the screening risk tool has promoted transparency and consistency in DOE risk analysis18.

### 3.4.2 SNL Coupled GoldSim-BLT-MS Software Package

GoldSim can be used as an integrating framework from which extant, external programs can be called and their results dynamically coupled into the simulation. One example is the software package developed by the Sandia National Laboratories (SNL) in which GoldSim was coupled with the deterministic Breach, Leach, and Transport-Multiple Species (BLT-MS) external code to provide probabilistic analysis capability. The resulting software package has been used for the preliminary assessment of candidate low-level waste repository sites (Mattie, Knowlton & Arnold 2007).

SNL developed a paradigm for the probabilistic performance assessment (PPA) of candidate low-level radioactive waste (LLW) disposal sites using legacy U.S. Nuclear Regulatory Commission (NRC) sponsored software within a Monte Carlo framework. The Breach, Leach, and Transport-Multiple Species (BLT-MS) code (Sullivan et al. 1996) has been used to evaluate potential releases from a candidate disposal facility19. The BLT-MS code (which provides point-value estimates) was coupled with GoldSim to create a framework for evaluating uncertainties in a potential LLW repository system.

The BLT-MS code includes the following functionality (Mattie, Knowlton & Arnold 2007):

- The code is able to simulate the degradation of waste containers (i.e., source term) for both localized and generalized corrosion;
- The code includes four types of waste-form release or leaching mechanisms including rinse release, diffusion release, dissolution, and solubility-limited release; and,
- The code incorporates a finite element-based transport solver for the far-field transport of radionuclides including advection, sorption, ingrowth and decay, sources and sinks for Neumann, Cauchy, and Dirichlet-type boundary conditions.

The BLT-MS code was originally developed in FORTRAN and compiled to run under DOS. The functionality of the code was not altered; however, modifications to the input/output constructs of the model were made to couple the code with GoldSim (Mattie, Knowlton & Arnold 2007).

---

18 The information described was developed for the Idaho Site high-level waste (HLW) calcined bin sets and Subsurface Disposal Area (SDA) (Brown et al. 2005; Switzer et al. 2005) and was presented to the Idaho Site Citizen's Advisory Board (CAB) in July 2005. The Idaho Site CAB endorsed the reports and strongly recommended to the DOE that the provisions of the reports be followed. The CAB recommendations (i.e., #123 and #124) are available at http://www.cresp.org/ (accessed October 1, 2008).

19 The BLT-MS code was developed by Brookhaven National Laboratory (BNL) for the NRC for LLW compliance analyses (Mattie, Knowlton & Arnold 2007). Two codes have the needed capability to simulate source-term releases and transport of radionuclides. These are the two-dimensional BLT-MS and the one-dimensional Disposal Unit Source Term-Multiple Species (DUST-MS) code (Sullivan 2001). BLT-MS was selected for the performance assessment model because of its multidimensional capabilities (Mattie, Knowlton & Arnold 2007).
Figure 7. Implementation of the Screening Risk Tool and Proposed Detailed Risk Tool Using the GoldSim Monte Carlo Simulation Software.
Figure 8 illustrates a highly simplified conceptual model describing how a point-value relationship (or, in this case, the BLT-MS model) can be used to estimate uncertainties in predicted risks. A set of input values are generated representing the random variables and provided to the model from which a corresponding risk is predicted—this describes a single realization. A sufficient number of realizations provide the uncertainty distribution for risk.20

The conceptual model illustrated in Figure 8 typically oversimplifies the analysis of uncertainties in predicted human health risks because (Brown 2008):

- Probabilistic exposure analysis is performed (i.e., toxicity is fixed and often overly conservative21) not probabilistic risk analysis.
- To be more accurate, uncertain parameters should be separated into those that are stochastic and those that are variable and a two-dimensional Monte Carlo simulation performed (Burmaster 1997; Cullen & Frey 1999; Frey 1998; Frey & Bharvirkar 2002; Frey & Rhodes 1998; Hattis & Burmaster 1994; Hoffman & Hammonds 1994).
- Uncertain parameters are often assumed to be independent or uncorrelated, which may or may not be the case and will change the resulting uncertainty distribution estimates.

The parameters that are considered fixed versus those that are considered uncertain in the GoldSim-BLT software package are listed in Table 1.

A conceptual model of how to apply Monte Carlo to risk analysis was illustrated in Figure 8. The manner in which the BLT-MS program is coupled with GoldSim to provide risk analysis for candidate low-level waste (LLW) disposal sites is summarized in Figure 9 (Mattie, Knowlton & Arnold 2007). The user initially (1) constructs a BLT-MS Model using the BLT-MS preprocessor to generate a master input file (where numbers correspond to those in Figure 9). Then in GoldSim, the user (2) specifies the uncertain parameters and distributions and (3) the duration of the simulation and number of realizations desired. The user (4) saves the GoldSim/BLT-MS Integration Model and (5) runs the integrated model.

Upon execution, GoldSim (6) samples uncertain distributions using Latin Hypercube Sampling (LHS). The first realization is (7) started and GoldSim passes the uncertain values to the input dynamic linked library (DLL) using predefined arrays. Another DLL (8) reads the BLT-MS input file and writes a new input file containing point-values for uncertain parameters replaced with sampled values. Upon completion of the read DLL, GoldSim then (9) runs the launch DLL, which executes the BLT-MS model for the input file (constructed in Step 8). Upon completion of the BLT-MS run, the launch DLL (10) extracts selected data from the BLT-MS output files and passes the output to the integrated GoldSim model for storage and use. To save copies of the BLT-MS output files during local or networked runs using GoldSim’s Distributed Processing Module (GTG 2007), the file capture DLL is used to (11) copy selected output files to a central location. Steps 7-11 are (12) repeated until all realizations have been executed. Upon completion of the simulation, the integrated model (13) is saved and the user can review the results in GoldSim.

---

20. Haldar and Mahadevan (2000) discuss how to determine sufficiency in sampling as well as techniques for more efficient sampling than Monte Carlo. GoldSim includes Latin Hypercube and Importance Sampling methods to supplement Monte Carlo (GTG 2005b; GTG 2005c).

21. Attempts have been made to quantify exposure likelihoods for ecological risk assessments (Hope 2000; Hope 2001; USEPA 2001); however, few attempts appear to have been made for human receptors. It has also been indicated that the ecological dose-response relationship may be treated probabilistically for regulatory purposes (USEPA 2001). Thus it appears that ecological probabilistic risk assessments may often be more faithful to traditional probabilistic risk assessment methods than their human health counterparts.
Random Variables ($V_1, V_2, ..., V_n$) Refer to Variables That can be Characterized by Probability Distributions. A Point-value Risk is Predicted for Each Set of Random Values—in this Case, the BLT-MS Code would Be Used. Repeated Sampling Results in A Frequency Distribution of Risk.

Table 1. Examples of Fixed and Uncertain Parameters in the GoldSim BLT-MS Integrated Software Package (Mattie, Knowlton & Arnold 2007)

<table>
<thead>
<tr>
<th>Fixed Parameter or Parameter Set</th>
<th>Uncertain Parameter or Parameter Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finite-element mesh design parameters/specifications</td>
<td>Initial concentrations within the source term</td>
</tr>
<tr>
<td>Material properties within the finite element mesh</td>
<td>Boundary flux/concentration quantities</td>
</tr>
<tr>
<td>Finite element nodes for boundary conditions (BC’s), including fixing the BC type for a given node</td>
<td>Breaching characteristics for a given container type</td>
</tr>
<tr>
<td>Number of isotopic species</td>
<td>Leaching characteristics for a given waste type</td>
</tr>
<tr>
<td>Number of decay chains and branching fractions</td>
<td>Transport characteristics of host rock/soil</td>
</tr>
<tr>
<td>Number of container types</td>
<td>Darcy flux and moisture content within host rock/soil</td>
</tr>
<tr>
<td>Number of waste types</td>
<td></td>
</tr>
</tbody>
</table>
3.4.3 Coupled GoldSim-PHREEQC Geochemical Code

Another example involves coupling a complex geochemical code to GoldSim using the external linkage capability in GoldSim via a dynamic linked library (DLL)\(^2\). Situations where linking GoldSim to a geochemical model may be useful include (Eary 2007):

- **Mixing problems** – In systems where the effects of variable inputs to a mixture must be modeled, linkage to a geochemical model may be needed.

- **Chemical equilibration** – Hydrochemical systems where equilibria from changes in conditions or reactants must be modeled may benefit from linking to a geochemical model.

- **Aqueous speciation** – Systems where the speciation of dissolved species must be considered will likely require a geochemical model.

Figure 10 provides a schematic of how the PHREEQC (Parkhurst & Appelo 1999) geochemical code can be coupled with GoldSim to perform geochemical calculations.

There are several considerations when determining whether or not a DLL should be used to couple a geochemical model to GoldSim for a particular modeling problem (Eary 2007). Advantages of this approach include:

\(^{2}\) Other examples are provided at www.goldsim.com coupling the PHREEQC geochemical code to GoldSim using either a Lookup table or spreadsheet.
Applicability to multiple chemical systems with careful development of the conceptual model,
Ability to integrate the effects of a large number of different chemical processes on solution compositions for each time step, and
Relatively fast execution when compared to a spreadsheet linkage approach because the need for a spreadsheet as an intermediary is eliminated.

Disadvantages of using a DLL to couple a geochemical code to GoldSim include:

- Requires a large amount of time to define charge-balanced solution compositions if there are more than a few inflows,
- Questions concerning the robustness of the approach to real-world problems, and
- Requires a working knowledge of C++ to modify and rebuild the DLL code for different modeling scenarios and species lists.

3.5 Custom Interface Approach Example: Parallel Virtual Machine

The Parallel Virtual Machine (PVM) is a set of integrated software tools and libraries that emulates a general-purpose computing framework on interconnected computers of varied architectures (Geist et al. 1994). The overall objective of the PVM is to enable a collection of heterogeneous computing
environments to be used cooperatively for concurrent or parallel computation. The principles on which PVM is based include (Geist et al. 1994):23

- **User-configured host pool.** Computational tasks execute on a set of machines (either single- or multiprocessor) selected by the user for the run. The host pool may be changed at run-time, which is an important feature for fault tolerance.

- **Transparent hardware access.** Applications may view hardware as an “attributeless” collection of virtual processing elements or may exploit the capabilities of specific machines by positioning selected tasks on appropriate computers.

- **Process-based computation.** The basic unit of parallelism is a task, which is an independent sequential thread of control alternating between communication and computation.

- **Explicit message-passing model.** Computational tasks cooperate by explicitly sending messages to and receiving messages from each other.

- **Heterogeneity support.** PVM permits messages containing multiple datatypes to be exchanged between machines having different data representations.

- **Multiprocessor support.** PVM uses native message-passing facilities on multiprocessors to take advantage of the underlying hardware.

The PVM computing model is based on conceptualizing an application as a series of cooperating tasks (Geist et al. 1994). Each task is responsible for one piece of the application. An application may be parallelized along its functions (i.e., “functional parallelism”) where each task performs a different function. More commonly, an application is divided into a set of identical tasks (i.e., “data parallelism” or single-program multiple data (SPMD) model) in which each only solves a small part of the data as illustrated in Figure 11. PVM supports any mixture of functional or data parallelism methods. The potential heterogeneity of the computing systems supported by PVM is illustrated in Figure 12.

PVM currently supports the C, C++, and FORTRAN programming languages to include interfaces for many target applications in the 1990s. The C and C++ bindings for the PVM user interface library are implemented as functions and those for FORTRAN are implemented as subroutines. All tasks are identified by a unique integer task identifier (TID) from which messages are sent and received. The user writes programs containing embedded calls to the PVM library where each program corresponds to a task making up the application (Geist et al. 1994). To execute an application, the user typically starts one copy of a task from a machine within the host pool, which subsequently initiates other PVM tasks that compute locally and exchange messages with each other using TIDs. Because of the ubiquitous nature of the virtual

---

23 According to http://www.mcs.anl.gov/research/projects/mpip/ (accessed May 15, 2009), PVM has been displaced by the Message Passing Interface (MPI) for technical computing; however, both are specifications for libraries that can be used for parallel computing. PVM will be used as an example of the approach.

24 A computer daemon is a program that continuously runs (typically in the background) that triggers actions when it receives specific input.

21 An example of a daemon is a mail program that runs in the background and handles all the incoming and outgoing electronic mail on a computer (Geist et al. 1994).

26 Primitives are the most elementary form available in a programming language (e.g., machine instructions, microcode instructions, interpreted statements, etc.).
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Figure 11. Parallel Virtual Machine Computational Model (Adapted from Geist et al. (1994))

Figure 12. Parallel Virtual Machine Architectural Overview (Adapted from Geist et al. (1994))
machine concept and its simple but complete interface, PVM has gained widespread acceptance in high-performance scientific computing (Geist et al. 1994).

3.6 Other Codes Used for Cementitious Barriers

Additional examples of modeling cementitious barriers are provided to give a better indication of extent to which these barriers have been historically modeled. These modeling efforts are:

- **BARRIER code (Rogers and Associates Engineering)** – This code represents one of the first attempts at modeling the long-term performance of barriers used in low-level waste (LLW) disposal (Icenhour 1995; Shuman et al. 1988). The code provides radionuclide source term, environmental transport, and dose calculation capabilities. Release mechanisms include constant leach rate, nuclide-specific leaching, advection with partitioning between liquid and solid phases, and diffusion. The concrete degradation mechanisms include sulfate attack, calcium hydroxide leaching, freeze-thaw cycling, and corrosion of reinforcing metal.

- **4Sight computer code (NIST)** – This computer program (developed by the National Institute of Standards and Technology for the NRC) (http://concrete.nist.gov/4sight/) was designed as a resource for estimating the service life of new underground concrete structures (Snyder & Clifton 1995). The program uses combined numerical models for ion transport, chemical reaction, and subsequent changes to transport coefficients to model the response of a concrete structure to its environment. 4Sight uses a continuum scale transport/reaction model to predict the dissolution and/or precipitation of minerals and salts.

- **Saltstone Disposal Facility Performance Assessment Model (Nuclear Regulatory Commission)** – This model was developed in the GoldSim Monte Carlo software to support NRC review of the Saltstone Disposal Facility (SDF) at the Savannah River Site (Esh, Ridge & Thaggard 2006). The model is comprised of abstracted models representing those processes likely to drive system performance including degradation of the engineered barrier and oxidation and physical degradation (e.g., sulfate attack or cracking) of the saltstone waste form. The model includes source term and near-field release, saturated zone and surface water transport, and dose assessment.

3.7 Radiological Performance Assessment for the Z-Area Disposal Facility Using PORFLOW-3D

The final modeling effort described here is the 1992 performance assessment (PA) model developed for the Z-Area Saltstone Disposal Facility (SDF) at the Savannah River Site (SRS) (Cook & Fowler 1992). The SDF is a near-surface disposal facility that receives DOE low-activity wastes immobilized in a cementitious waste form denoted saltstone that are contained in a reinforced concrete vault (Cook & Fowler 1992). The SDF PA requires understanding of the wastes that will be disposed and the environment into which they will be placed over long periods of time. Thus multiple models have been used to predict the performance of the disposal system.

The manner in which models are integrated for the SDF radiological performance assessment is illustrated in Figure 13 and Figure 14 for intact and degraded vaults, respectively. As can be seen in these figures, the PORFLOW-3D code is used as the primary
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Figure 13. Integration of Computational Methods for the Radiological Performance Assessment of Intact SDF Vaults (Reproduced from Cook and Fowler (1992))

Figure 14. Integration of Computational Methods for the Radiological Performance Assessment of Degraded SDF Vaults (Reproduced from Cook and Fowler (1992))
model to estimate the performance of the SDF vault. PORFLOW-3D is a three-dimensional code capable of simulating multi-phase fluid flow in variably saturated porous or fractured media.

The PORFLOW-3D code is used in the near-field region, which is also of primary interest to the CBP. Figure 15 illustrates the interrelationships among the various computations needed to predict the performance of SDF vaults. One use of CBP product tools is to generate the source term results for input to the existing radiological PA model.

4.0 DISCUSSION

4.1 General Integration

A set of simulation tools to predict the performance of cement barriers can be developed using various approaches and software tools. Four approaches (i.e., monolithic, fidelity, hybrid, and custom interface) with relevant examples were described that potentially could be used to develop the integrated framework for the CBP model although other tools are available. The tools described all have strengths and weaknesses.

DAKOTA is a powerful, object-oriented tool for solving complex iterative problems (e.g., optimization and uncertainty quantification) on high-performance computing platforms. However, when compared to a tool such as FRAMES or the GoldSim Monte Carlo simulator, the DAKOTA software will likely require additional work to develop the solution needed for the CBP problem. For example, the CBP framework solution will require a user-friendly interface because of its intended user base; the needed interface would either have to be developed or an existing one integrated into the framework. There are additional essential components (e.g., source release or environmental media and transport) that are already parts of or available in other models considered (i.e., GoldSim and FRAMES) that would need to be developed or selected and integrated into the framework.

FRAMES is another powerful, object-oriented platform for linking potentially disparate legacy models and databases for conducting assessments to understand how industrial activities might affect humans and the environment. Unlike the DAKOTA program, however, FRAMES does have source release and environmental transport and media component models readily accessible. The source term module included in FRAMES, Multimedia Environmental Pollutant Assessment System (MEPAS), describes contaminated aquifers, ponds, or vadose zones (Streile et al. 1996; Stenche 2001). However, it is conceivable that the models created by the CBP could be integrated into a framework like FRAMES to estimate far-field effects.

Because of the ubiquitous nature of the virtual machine concept and its simple but complete interface, the Parallel Virtual Machine (PVM) has gained widespread acceptance in high-performance scientific computing applications. Currently, only models developed in C, C++, and FORTRAN can be coupled using the PVM interfaces. It is unlikely that all models selected for use in the CBP framework will be available in these three languages.

---

27 It may be inferred from the representations in Figure 13 and Figure 14 that these systems are coupled; however, any information exchange or coupling is performed by the users and is not programmed into the systems.

28 Another example of such a code is the Subsurface Transport Over Multiple Phases (STOMP) code developed by PNNL that calculates the time-dependent thermal flow, moisture flow, and contaminant transport (including aqueous and vapor phases) in variably saturated media (White & Oostrom 1996; White, Oostrom & Lenhard 1995). The code can be run in one, two, or three dimensional modes and has been used by the Hanford Groundwater Remediation Project and by the team preparing the Hanford Tank Closure and Waste Management Environmental Impact Statement.

29 The investigation of models for potential CBP use resulted in the selection of various models including LeachXS (C#) and ORCHESTRA (Java) that will not be available in C, C++, or FORTRAN.
GoldSim possesses a graphical interface as well as built-in source release, environmental transport and media, and sensitivity/uncertainty capabilities. The built-in GoldSim functionality will likely not be sufficient to implement all needed features for the CBP models; however, the external linking capabilities could allow the use of GoldSim as a framework platform.

4.2 General Uncertainty Discussion

The results obtained from the CBP integrated model will be used to develop performance assessments for cementitious barriers in nuclear and other pertinent application. These results will include both the fluxes of contaminants from and the critical hydraulic properties of the concrete barrier. However, in performance assessment space, it is not sufficient to only provide predictions of required properties; the uncertainties or sensitivities in the required results are needed to support the performance assessment (PA) process.

There are times when a “deterministic” or point-value analysis may be sufficient to answer questions posed by decision-makers during a PA. The point-value analysis is typically supplemented by a series of bounding or sensitivity analyses to demonstrate that the actions to be taken will be protective of human health and the environment. However, it is often preferable for complex sites to base decisions on probabilistic performance analyses, and uncertainty quantification analysis becomes critical for these sites. It appears that the DOE is beginning the process of using probabilistic or hybrid deterministic/probabilistic approaches more in the performance assessment process.

Of the example integration frameworks described in this chapter, the GoldSim and FRAMES applications provide built-in capabilities for sensitivity and uncertainty analyses. For example, GoldSim provides basic uncertainty analysis capabilities including Monte Carlo, Latin Hypercube, and Importance Sampling methods (GTG 2005c). Correlations between parameters can be introduced into the GoldSim simulation.

---

30Uncertainty quantification should be important for either analysis; however, the uncertainties tend to be much more evident in the probabilistic analysis.
If Bayesian methods are required for updating parameter or data uncertainties or if more sophisticated techniques are needed to analyze modeling or other types of uncertainties, then these would be implemented and called as external routines just as with the other integration frameworks examined in this chapter. In contrast, the Parallel Virtual Machine (PVM) provides a basic platform which can support user-defined uncertainty and sensitivity functionality in the same manner as other routines. Extension of the concepts underlying the optimization features in DAKOTA to uncertainty quantification is currently being investigated.

Sensitivity analyses are also needed in the PA process especially during the initial stages of the assessment when the purpose is to identify influential model parameters (that may require detailed or site-specific characterization) and hazardous and radioactive contaminants of potential concern. For example, GoldSim provides two basic sensitivity analysis platforms: tornado charts and X-Y function charts (GTG 2005b)\(^3\). Both platforms provide graphical representations of the degree to which the selected (dependent) result is sensitive to independent variables. However, both of these methods provide only simple one-parameter-at-a-time-type sensitivity analysis capabilities. DAKOTA also provides sensitivity algorithms. It is likely that more sophisticated and efficient sensitivity methods will be needed for the CBP framework and would be required for any of the frameworks presented in this chapter.

5.0 CONCLUSIONS

Understanding the behavior of cementitious barriers is necessary to evaluate and improve designs. These barriers are often the primary control mechanism to prevent or limit radionuclide releases from nuclear facilities. Without an adequate set of tools to estimate future contaminant releases, assessments cannot fully incorporate and consider the effectiveness of cementitious barriers, which, in turn, limits the nature of those radionuclides that may be disposed of in shallow land disposal. Simulation tools will be needed to predict 1) the hydraulic properties, 2) the stabilities of the relevant cement matrix phases, and 3) the release fluxes of contaminants in response to variable boundary conditions and system stresses over relevant time periods.

The framework conceptualized to provide the set of simulation tools to estimate future performance of cement barriers can be provided by a number of different software tools. Different approaches were described with examples to illustrate the various types of systems that could potentially be used for the CBP application. These approaches ranged from a monolithic structure to hybrid systems to a custom message passing interface. The integration approaches had strengths and weaknesses depending on the models selected and the nature and extent of interactions among the selected models. To leverage off legacy systems to the extent possible, the expected approach for the CBP will be a hybrid, modular approach with weak coupling among the subsystem based on the stability of the overall integrated system.

The outputs from the CBP tools will be used to develop performance assessments for cementitious barriers in nuclear and other pertinent applications. These results will most likely include both the fluxes of contaminants from and the important hydraulic properties of the concrete barrier. However, for performance assessments, it is not sufficient to only provide predictions of these properties; the uncertainties or sensitivities in these parameters will be needed to support the performance assessment process. It is

\(^3\)To develop the tornado chart, independent variables other than that selected are held at their “deterministic” values and three simulations are executed at the central value and lower and upper bounds (GTG 2005b). To define the X-Y chart, GoldSim performs a series of simulations varying one independent variable at a time through its range of values; it is often thus more computationally intensive than the tornado chart.
likely that more sophisticated and efficient sensitivity and uncertainty methods than available in the platforms examined in this chapter will be needed for the CBP simulation tools.
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ABSTRACT

This report surveys available analysis techniques to quantify the uncertainty in performance assessment (PA) arising from various sources. Three sources of uncertainty – physical variability, data uncertainty, and model error – are considered. The uncertainty quantification methods are described in the context of four types of analyses needed, namely, (1) quantification of uncertainty in the inputs to the PA models, (2) propagation of input uncertainty through the PA models, (3) model error quantified through verification and validation activities, and (4) probabilistic PA. Random variable and random process descriptions of physical variability are outlined. Methods for handling data uncertainty through flexible families of probability distributions, confidence bounds, interval analysis and Bayesian analysis are described. Useful surrogate modeling and sensitivity analysis techniques for efficient uncertainty propagation analysis are discussed, as well as methods to quantify the various sources of model error. Statistical hypothesis testing techniques (both classical and Bayesian) are discussed for the validation of PA models, and a Bayesian approach to quantify the confidence in model prediction with respect to field conditions is developed. First-order approximations as well as efficient Monte Carlo sampling techniques for probabilistic PA are described.

1.0 INTRODUCTION

Uncertainty quantification is important in assessing and predicting performance of complex engineering systems, especially in the absence of adequate experimental or real-world data. Simulation of complex physical systems involves multiple levels of modeling ranging from the material to component to subsystem to system. Interacting models and simulation codes from multiple disciplines (multiple physics) may be required, with iterative analyses between some of the codes. As the models are integrated across multiple disciplines and levels, the problem becomes more complex and assessing the predictive capability of the overall system model becomes more difficult. Many factors contribute to the uncertainty in the prediction of the system model including: variability in model input variables, modeling errors, assumptions and approximations, measurement errors, and sparse and imprecise data.

The overall goal of this report is to discuss possible methods and tools for quantifying uncertainty. Sources of uncertainty are listed below:

- Physical variability
- Data uncertainty
- Model error

Physical variability: This type of uncertainty, also referred to as aleatory or irreducible uncertainty, arises from natural or inherent random variability of physical processes and variables, due to many factors such as environmental and operational variations,
construction processes, and quality control. This type of uncertainty is present both in system properties (e.g., material strength, porosity, diffusivity, geometry variations, reaction rates) and external influences and demands on the system (e.g., concentration of chemicals, temperature, humidity, mechanical loads). As a result, in model-based prediction of system behavior, there is uncertainty regarding the precise values for model parameters and model inputs, leading to uncertainty about the precise values of the model output. Such quantities are represented in engineering analysis as random variables, with statistical parameters such as mean values, standard deviations, and distribution types estimated from observed data or in some cases assumed. Variations over space or time are modeled as random processes.

**Data uncertainty**: This type of uncertainty falls under the category of epistemic uncertainty (i.e., knowledge or information uncertainty) or reducible uncertainty (i.e., the uncertainty is reduced as more information is obtained). Data uncertainty occurs in different forms. In the case of a quantity treated as a random variable, the accuracy of the statistical distribution parameters depends on the amount of data available. If the data is sparse, the distribution parameters themselves are uncertain and may need to be treated as random variables. On the other hand, information may be imprecise or qualitative, and it is not easy to treat this type of uncertainty through random variables. In some cases, data regarding some variables may only be available as a range of values, based on expert opinion. Non-probabilistic representations such as fuzzy sets and evidential theory are available for describing such uncertainties. Measurement error (either in the laboratory or in the field) is another important source of data uncertainty.

**Model error**: This results from approximate mathematical models of the system behavior and from numerical approximations during the computational process, resulting in two types of error in general—solution approximation error, and model form error. The performance assessment (PA) of a complex system involves the use of numerous analysis models, each with its own assumptions and approximations. The errors from the various analysis components combine in a complicated manner to produce the overall model error. This is also referred to as model bias.

The roles of several types of uncertainty in the use of model-based simulation for performance assessment can be easily illustrated with the following example. Consider the probability of an undesirable event denoted by \( g(X) < k \), which can be computed from

\[
P(g(X) < k) = \int_{g(X) < k} f_X(x) \, dx
\]

(1)

where:
- \( X \) is the vector of input random variables, \( f_X(x) \) is the joint probability density function of \( X \), \( g(X) \) is the model output, and \( k \) is the regulatory requirement in performance assessment.

Every term on the right hand side of Equation (1) has uncertainty. There is inherent variability represented by the vector of random variables \( X \), data uncertainty (due to inadequate data) regarding the distribution type and distribution parameters of \( f_X(x) \), and model errors in the computation of \( g(X) \). Thus it is necessary to systematically identify the various sources of uncertainty and develop the framework for including them in the overall PA uncertainty quantification.

The uncertainty analysis methods covered in this report are grouped along four major steps of analysis that are needed for probabilistic PA:

- Input uncertainty quantification
- Uncertainty propagation analysis
- Model uncertainty quantification (calibration, verification, validation, and extrapolation)
- Probabilistic performance assessment
A brief summary of the analysis methods covered in the four steps is provided below:

**Input uncertainty quantification**: Physical variability of parameters can be quantified through random variables by statistical analysis. Parameters that vary in time or space are modeled as random processes or random fields with appropriate correlation structure. Data uncertainty that leads to uncertainty in the distribution parameters and distribution types can be addressed using confidence intervals and Bayesian statistics. Methods to include several sources of data uncertainty, namely, sparse data, interval data and measurement error, are discussed.

**Uncertainty propagation analysis**: Both classical and Bayesian probabilistic approaches can be investigated to propagate uncertainty between individual sub-models and through the overall system model. To reduce the computational expense, surrogate models can be constructed using several different techniques. Methods for sensitivity analysis in the presence of uncertainty are discussed.

**Model uncertainty quantification (calibration, verification, validation, and extrapolation)**: Model calibration is the process of adjusting model parameters to obtain good agreement between model predictions and experimental observations (McFarland, 2008). Both classical and Bayesian statistical methods are discussed for model calibration with available data. One particular concern is how to properly integrate different types of data, available at different levels of the model hierarchy. Assessment of the “correct” implementation of the model is called verification, and assessment of the degree of agreement of the model response with the available physical observation is called validation (McFarland, 2008). Model verification and validation activities help to quantify model error (both model form error and solution approximation error). A possible Bayesian approach is discussed for quantifying the confidence in model extrapolation from laboratory conditions to field conditions.

**Probabilistic performance assessment**: Limit-state-based reliability analysis methods are discussed to help quantify the PA results in a probabilistic manner. Methods are also discussed to compute the confidence bounds in probabilistic PA results. Monte Carlo simulation with high-fidelity analyses modules is computationally expensive; hence surrogate (or abstracted) models are frequently used with Monte Carlo simulation. In that case, the uncertainty or error introduced by the surrogate model also needs to be quantified.

Figure 1 shows the four stages, within a conceptual framework for systematic quantification, propagation and management of various types of uncertainty. The methods discussed in this report address all the four steps shown in Figure 1. While uncertainty has been dealt with using probabilistic as well as non probabilistic (e.g., fuzzy sets, possibility theory, evidence theory) formats in the literature, this report will focus only on probabilistic analysis, mainly because the mathematics of probabilistic computation are very well established, whereas the non-probabilistic methods are still under development and generally result in interval computations that are expensive when applied to large problems with many variables.

The different stages of analysis in Figure 1 are not strictly sequential. For example, stage 3 (verification and validation – commonly denoted as V&V) appears after system analysis and uncertainty propagation. However, it is almost impossible to perform V&V on the system scale, because of extrapolation in time and space; therefore V&V is usually done for the sub-models. Also, several of the inputs to the overall system model may be calibrated based on the results of sub-model analysis, sensitivity analysis, and V&V activities. Thus the four stages in Figure 1 simply group together the different types of analysis, and might occur in different sequences for different problems and different sub-models.
Uncertainty analysis methods currently used in PA activities are discussed in another Cementitious Barriers Partnership report. The quantification of uncertainty in current PAs is limited to quantifying the probability distributions of key parameters. A more comprehensive implementation of uncertainty quantification for environmental PAs has been hampered by the numerous sources of uncertainty and the long time durations considered in the PAs. The methods presented in this report provide a basis for advancing the current state of the art in uncertainty quantification of environmental PAs.

The remainder of this report is organized as follows: Section 2 discusses methods to quantify the uncertainty in the inputs to the system analysis model, addressing both physical variability and data uncertainty. Model error is addressed in Sections 3 and 4.

2.0 INPUT UNCERTAINTY QUANTIFICATION

2.1 Physical Variability

Examples of cementitious barrier model input variables with physical variability (i.e., inherent, natural variability) include:

- Material properties (e.g., mechanical, thermal, porosity, permeability, diffusivity)
- Geometrical properties (e.g., structural dimensions, concrete cover depth)
- External conditions (e.g., mechanical loading, boundary conditions, physical processes such as freeze-thaw, chemical processes such as carbonation, chloride or sulfate attack)
Many uncertainty quantification studies have only focused on quantifying and propagating the inherent variability in the input parameters. Well-established statistical (both classical and Bayesian) methods are available for this purpose.

2.1.1 Modeling Variability in System Properties

In probabilistic analysis, the sample–to–sample variations (random variables) in the parameters are addressed by defining them as random variables with probability density functions (PDFs). This assumes that the system/material is homogeneous on a macroscale. For example, chloride ion diffusivity has been modeled using a lognormal distribution (Hong, 2000; Gulikers, 2006; Rafiq et al., 2004; Chen, 2006) and water–cement ratio has been modeled using a normal distribution (Chen, 2006) and uniform and triangular distributions (Kong et al., 2002).

Some parameters may vary not only from sample to sample (as is the case for random variables), but also in spatial or time domain. Parameter variation over time and space can be modeled as random processes or random fields. For example, concrete cover depth and compressive strength have been modeled as random fields using squared exponential correlation functions (Stewart and Mullard, 2007).

Some well known methods for simulating random processes are spectral representation (SR) (Gurley, 1997), Karhunen-Loeve expansion (KLE) (Ghanem and Spanos, 2003, Huang et al., 2007; Mathelin et al., 2005), and polynomial chaos expansion (PCE) (Huang et al., 2007; Mathelin et al., 2005; Red-Horse and Benjamin, 2004). The PCE method has been used to represent the stochastic model output as a function of stochastic inputs.

Consider an example of representing a random process using KLE, expressed as

\[ \mathbf{\sigma}(x, \chi) = \mathbf{\sigma}(x) + \sum_{i=1}^{\infty} \sqrt{\lambda_i} \xi_i(\chi) f_i(x) \]

where:

- \( \mathbf{\sigma}(x) \) is the mean of the random process \( \mathbf{\sigma}(x, \chi) \), \( \lambda_i \) and \( f_i(x) \) are eigenvalues and eigenfunctions of \( C(x, x') \), and \( \xi_i(\chi) \) is a set of uncorrelated standard normal random variables (\( x \) is a space or time coordinate, and \( \chi \) is an index representing different realizations of the random process).

Using Equation (2), realizations of the random process \( \mathbf{\sigma}(x, \chi) \) can be easily simulated by generating samples of the random variables \( \xi(\chi) \), and these realizations of \( \mathbf{\sigma}(x, \chi) \) can be used as inputs to PA.

2.1.2 Modeling Variability in External Conditions

Some boundary conditions (e.g., temperature and moisture content) might exhibit a recurring pattern over shorter periods and also a trend over longer periods. An example of variability in an external condition, i.e., rainfall, is illustrated in Figure 2. It is evident from the figure that the rainfall data has a pattern over a period of 1 year and a downward trend over a number of years. These can be numerically represented by a seasonal model using an autoregressive integrated moving average (ARIMA) method generally used for linear\(^1\) nonstationary\(^2\) processes (Box et al., 1994). This method can be used to predict the temperature or the rainfall magnitudes in the future so that it can be used in the durability analysis of the structures under future environmental conditions.

\(^1\) The current observation can be expressed as a linear function of past observations.
\(^2\) A process is said to be non-stationary if its probability structure varies with the time or space coordinate.
2.1.3 Stationary External Processes

For a stationary process, the ARIMA method expresses the observation at the $t^{th}$ time step in terms of the observations at previous time steps as

$$z_t = c + \sum_{i=1}^{p} \phi_i z_{t-i} + \varepsilon_t$$  \hspace{1cm} (3)

where:

$z_t$ and $z_{t-i}$ are observations at the $t^{th}$ and $(t-i)^{th}$ time steps,
$c$ is a constant, \(\phi_i\) are coefficients and \(\varepsilon_t\) is the error between the observed and the predicted values at $t^{th}$ time step.

Assuming that the error at $t^{th}$ time step is also dependent on the errors at previous time steps, \(\varepsilon_t\) can also be expressed as

$$\varepsilon_t = c_1 + \sum_{i=1}^{q} \theta_i \varepsilon_{t-i}$$  \hspace{1cm} (4)

where:

$c_1$ is a constant and \(\theta_i\)'s are coefficients.

Using a backward operator $B$ such that $Bz_t = z_{t-1}$ and combining Eqs. (3) and (4), results in Equation 5.

$$\phi_p (B) z_t = \theta_q (B) \varepsilon_t$$  \hspace{1cm} (5)

where:

$\phi_p (B)$ and $\theta_q (B)$ are polynomials of $p^{th}$ and $q^{th}$ order. The coefficients of the polynomials can be determined using the least-squares method.

2.1.4 Non-Stationary External Processes

A random non-stationary process fluctuates about a mean value that exhibits a specific pattern. If the differences in levels of fluctuation are considered, the process can be simulated using the same method as for stationary processes. For example, differentiating a second order polynomial twice will result in a constant. Thus, a non-stationary process of $d^{th}$ degree can be expressed as

$$\phi_p (B) \nabla^d z_t = \theta_q (B) \varepsilon_t$$  \hspace{1cm} (6)

---

3 A process is said to be stationary if its probability structure does not vary with the time or space coordinate.
where:

\( \nabla \) is called the backward difference operator of the \( d^s \) degree.

If the process exhibits patterns over a shorter period (s) and a trend over a longer period, the process can be expressed as

\[
\Phi_p(B^s) \nabla_s^D z_t = \Theta_Q(B^t) \epsilon_t \tag{7}
\]

where:

\( \Phi_p(B^s) \) and \( \Phi(Q^t) \) are polynomials of order \( P \) and \( Q \), \( B^s z_t = z_{t+s} \) and \( D \) is the order of differentiation.

A similar model may be used to relate the current error (error between observation and model prediction at \( t^s \) time step) to the previous errors (errors between observations and model predictions at previous time steps) as

\[
\phi_p(B) \nabla^d \epsilon_t = \theta_q(B)a_t \tag{8}
\]

where:

\( \phi_p(B) \) and \( \theta_q(B) \) and are polynomials of order \( p \) and \( q \), \( d \) is the order of differentiation and \( a_t \) is a white noise process.

The final model is obtained by combining Eqs. (7) and (8) as

\[
\phi_p(B) \Phi_p(B^s) \nabla_s^D z_t = \theta_q(B) \Theta_Q(B^t) a_t \tag{9}
\]

Eq. (9) is referred to as a general multiplicative model of order \( (p \times d \times q) \times (P \times D \times Q) \). This method can be used to simulate a seasonal process.

It may also be important to quantify the statistical correlations between some of the input random variables. Many previous studies on uncertainty quantification simply assume either zero or full correlation, in the absence of adequate data. A Bayesian approach may be pursued for this purpose, as described in subsection 2.2.

### 2.2 Data Uncertainty

A Bayesian updating approach is described below to quantify uncertainty due to inadequate statistical data and measurement errors (\( \epsilon_{\text{exp}} \)). This is consistent with the framework proposed in Figure 1, and is used to update the statistics of different physical variables and their distribution parameters. The prior distributions are based on available data and expert judgment, and these are updated as more data becomes available through experiments, analysis, or real-world experience.

#### 2.2.1 Sparse Statistical Data

For any random variable that is quantitatively described by a probability density function, there is always uncertainty in the corresponding distribution parameters due to small sample size. As testing and data collection activities are performed, the state of knowledge regarding the uncertainty changes, and a Bayesian updating approach can be implemented. For example, suppose we decide that an input variable \( X \) follows a Gaussian distribution \( N(\mu, \sigma^2) \) with \( \mu \) and \( \sigma \) estimated from the data.

There is uncertainty in the normal distribution assumption, as well as in the estimates of the distribution parameters \( \mu \) and \( \sigma \), depending on the sample size. In the Bayesian approach, \( \mu \) and \( \sigma \) are also treated as random variables, and their statistics are updated based on new data. However, we do not know the distribution of \( \mu \) and \( \sigma \) a priori, so we may assume Gaussian for \( \mu \) and Gamma distribution for \( \phi = \sigma^{-2} \) as an initial guess for example, and then do a Bayesian update after more data is collected.

The Bayesian approach also applies to joint distributions of multiple random variables, which also helps to include the uncertainty in correlations between the
variables. A prior joint distribution is assumed (or individual distributions and correlations are assumed), and then updated as data becomes available.

Instead of assuming a well known prior distribution form (e.g., uniform, normal) for sparse data sets, either empirical distribution functions, or flexible families of distributions based on the data can be constructed. A bootstrapping\(^4\) technique can then be used to quantify the uncertainty in the distribution parameters. The empirical distribution function is constructed by ranking the observations from lowest to highest value, and assigning a probability value to each observation.

Examples of flexible distribution families include the: Johnson family, Pearson family, gamma distribution, and stretched exponential distribution. The use of the Johnson family distribution has been explored by Marhadi et al., 2008, and extended to quantify the uncertainty in distribution parameters by McDonald et al., 2009. In constructing the Johnson family distribution, the available data is used to calculate the first four moments, and then the distribution form is chosen based on the values of the four moments. A jack-knife procedure is used to estimate the uncertainty in the distribution parameters, based on repeated estimation by leaving out one or more data points in each estimation.

2.2.2 Measurement Error

The measured quantity \(y_{\text{exp}}\) usually deviates from the unknown true value \(y_{\text{true}}\) due to the uncertainties in the test setup, equipment, environment, and operator. For example, large errors in the measurement of expansion due to sulfate attack can be seen in the experiments performed by Ferraris et al., 1997. The measurement error \(e_{\text{exp}}\) can be expressed as \(y_{\text{exp}} = y_{\text{true}} + e_{\text{exp}}\). The measurement error in each input variable in many studies (e.g., Barford, 1985) is assumed to be independent and identically distributed (IID) with zero mean and an assumed variance, i.e., \(e_{\text{exp}} \sim N(0, \sigma_{\text{exp}}^2)\). Due to the measurement uncertainty, the distribution parameter \(\sigma_{\text{exp}}\) cannot be obtained as a deterministic value. Instead, it is a random variable with a prior density \(\tau(\sigma_{\text{exp}})\). Thus, when new data is available after testing, the distribution of \(\sigma_{\text{exp}}\) can be easily updated using the Bayes theorem.

Another way to represent measurement error \(e_{\text{exp}}\) is through an interval only, and not as a random variable. In that case, one can only say the true value \(y_{\text{true}}\) lies in the interval \([y_{\text{exp}} - e_{\text{exp}}, y_{\text{exp}} + e_{\text{exp}}]\) without any probability distribution assigned to \(e_{\text{exp}}\). Methods to include data in interval format are discussed next.

2.2.3 Data Available in Interval Format

Some quantities in the system model may not have probabilistic representation, since data may be sparse or may be based on expert opinion. Some experts might only provide information about a range of possible values for some model input variable. Representations such as fuzzy sets, possibility theory, and evidence theory have been used. This report is focused on probabilistic methods to include interval data.

Transformations have been proposed from a non-probabilistic to probabilistic format, through the maximum likelihood approach (Langley, 2000; Ross et al., 2002). Such transformations have attracted the criticism that information is either added or lost in the process. Two ways to address the criticism are: (1) construct empirical distribution functions based on interval data collected from multiple experts or experiments (Ferson et al., 2007); or (2) construct flexible families of distributions with bounds on distribution

\(^4\) Bootstrapping is a data-based simulation method for statistical inference by re-sampling from an existing data set (Efron et al., 1994).
parameters based on the interval data, without forcing a distribution assumption (McDonald et al., 2008). These can then be treated as random variables with probability distribution functions and combined with other random variables in a Bayesian framework to quantify the overall system model uncertainty. The use of families of distributions will result in multiple probability distributions for the output, representing the contributions of both physical variability and data uncertainty.

3.0 PROPAGATION UNCERTAINTY METHODS

In this section, methods to quantify the contributions of different sources of uncertainty and error as they propagate through the system analysis model, including the contribution of model error, are discussed, in order to quantify the overall uncertainty in the system model output.

This section will cover two issues: (1) quantification of model output uncertainty, given input uncertainty (both physical variability and data uncertainty), and (2) quantification of model error (due to both model form selection and solution approximations).

Several uncertainty analysis studies, including a study with respect to the Yucca Mountain high-level waste repository, have recognized the distinction between physical variability and data uncertainty (Helton and Sallaberry, 2009a & 2009b). As a result, these methods evaluate the variability in an inner loop calculation and data uncertainty in an outer loop calculation. Another example is provided by Holdren et al., 2006 in a baseline risk assessment study with respect to the Idaho Cleanup Project, where contributions of different sources of uncertainty are separately analyzed, such as from inventory, infiltration, sorption characteristics, model calibration, and simulation periods.

3.1 Propagation of Physical Variability

Various probabilistic methods (e.g., Monte Carlo simulation and first-order or second-order analytical approximations) have been studied for the propagation of physical variability in model inputs and model parameters, expressed through random variables and random process or fields. Stochastic finite element methods (e.g., Ghanem and Spanos, 2003; Haldar and Mahadevan, 2000) have been developed for single discipline problems in structural, thermal, and fluid mechanics. An example of such propagation is shown in Figure 3. Several types of combinations of system analysis model and statistical analysis techniques are available:

- Monte Carlo simulation with the deterministic system analysis as a black-box (e.g., Robert and Cesalla, 2004) to estimate model output statistics or probability of regulatory compliance;
- Monte Carlo simulation with a surrogate model to replace the deterministic system analysis model (e.g., Ghanem and Spanos, 2003; Isukapalli et al., 1998; Xiu and Karniadakis, 2003; Huang et al., 2007), to estimate model output statistics or probability of regulatory compliance;
- Local sensitivity analysis using finite difference, perturbation or adjoint analyses, leading to estimates of the first-order or second-order moments of the output (e.g., Blischke and Murthy, 2000); and
- Global sensitivity and effects analysis, and analysis of variance in the output (e.g., Box et al., 1978).

These techniques are generic, and can be applied to multi-physics analysis with multiple component modules as in the PA of cementitious barriers. However, most applications of these techniques have only considered physical variability. The techniques need to include the contribution of data uncertainty and model error to the overall model prediction uncertainty.
Computational effort is a significant issue in practical applications, since these techniques involve a number of repeated runs of the system analysis model. The system analysis may be replaced with an inexpensive surrogate model in order to achieve computational efficiency; this is discussed in Section 3.2. Efficient Monte Carlo techniques have also been pursued to reduce the number of system model runs, including Latin hypercube sampling (LHS) (Mckay et al., 1979; Farrar et al., 2003) and importance sampling (Mahadevan and Raghothamachar, 2000; Zou et al. 2003).

### 3.2 Propagation of Data Uncertainty

Three types of data uncertainty were discussed in Section 2. Sparse point data results in uncertainty about the parameters of the probability distributions describing quantities with physical variability. In that case, uncertainty propagation analysis takes a nested implementation. In the outer loop, samples of the distribution parameters are randomly generated, and for each set of sampled distribution parameter values, probabilistic propagation analysis is carried out as in Section 3.1. This results in the computation of multiple probability distributions of the output, or confidence intervals for the estimates of probability of non-compliance in PA.

In the case of measurement error, choice of the uncertainty propagation technique depends on how the measurement error is represented. If the measurement error is represented as a random variable, it is simply added to the measured quantity, which is also a random variable due to physical variability. Thus a sum of two random variables may be used to include both physical variability and measurement error in a quantity of interest. If the measurement error is represented as an interval, one way to implement probabilistic analysis is to represent the interval through families of probability distributions, as discussed in Section 2.2.3. In that case, multiple probabilistic analyses, using the same nested approach as in the case of sparse data, can be employed to generate multiple output distributions or confidence intervals for the model output. The same approach is possible for interval variables that are only available as a range of values, as in the case of expert opinion.
Propagation of uncertainty is conceptually very simple, but computationally quite expensive to implement, especially when both physical variability and data uncertainty are to be considered. The presence of both types of uncertainty requires a nested implementation of uncertainty propagation analysis (simulation of data uncertainty in the outer loop and simulation of physical variability in the inner loop). If the system model runs are time-consuming, then uncertainty propagation analysis could be prohibitively expensive. One way to overcome the computational hurdle is to use an inexpensive surrogate model to replace the detailed system model, as discussed next.

### 3.3 Surrogate Models

Surrogate models (also known as response surface models) are frequently used to replace the expensive system model, and used for multiple simulations to quantify the uncertainty in the output. Many types of surrogate modeling methods are available, such as linear and nonlinear regression, polynomial chaos expansion, Gaussian process modeling (e.g., Kriging model), splines, moving least squares, support vector regression, relevance vector regression, neural nets, or even simple look-up tables. For example, Goktepe et al., 2006 used neural network and polynomial regression models to simulate expansion of concrete specimens under sulfate attack. All surrogate models require training or fitting data, collected by running the full-scale system model repeatedly for different sets of input variable values. Selecting the sets of input values is referred to as statistical design of experiments, and there is extensive literature on this subject. Two types of surrogate modeling methods are discussed below that might achieve computational efficiency while maintaining high accuracy in output-uncertainty quantification. The first method expresses the model output in terms of a series expansion of special polynomials such as Hermite polynomials, and is referred to as a stochastic response surface method (SRSM). The second method expresses the model output through a Gaussian process, and is referred to as Gaussian process modeling.

#### 3.3.1 Stochastic Response Surface Method

The common approach for building a surrogate or response surface model is to use least squares fitting based on polynomials or other mathematical forms based on physical considerations. In SRSM, the response surface is constructed by approximating both the input and output random variables and fields through series expansions of standard random variables (e.g., Isukapalli et al., 1998; Xiu and Karniadakis, 2003; Huang et al., 2007). This approach has been shown to be efficient, stable, and convergent in several structural, thermal, and fluid flow problems. A general procedure for SRSM is as follows:

- Representation of random inputs (either random variables or random processes) in terms of Standard Random Variables (SRVs) by K-L expansion, as in Equation (2).

- Expression of model outputs in chaos series expansion. Once the inputs are expressed as functions of the selected SRVs, the output quantities can also be represented as functions of the same set of SRVs. If the SRVs are Gaussian, the output can be expressed a Hermite polynomial chaos series expansion in terms of Gaussian variables. If the SRVs are non-Gaussian, the output can be expressed by a general Askey chaos expansion in terms of non-Gaussian variables (Ghanem and Spanos, 2003).

- Estimation of the unknown coefficients in the series expansion. The improved probabilistic collocation method (Isukapalli et al., 1998) is used to minimize the residual in the random dimension by requiring the residual at the collocation points equal to zero. The model outputs are computed at a set of collocation points and used to estimate the coefficients. These collocation points are the
roots of the Hermite polynomial of a higher order. This way of selecting collocation points would capture points from regions of high probability (Tatang et al., 1997).

- Calculation of the statistics of the output that has been cast as a response surface in terms of a chaos expansion. The statistics of the response can be estimated with the response surface using either Monte Carlo simulation or analytical approximation.

### 3.3.2 Kriging or Gaussian Process Models

Gaussian process (GP) models have several features that make them attractive for use as surrogate models. The primary feature of interest is the ability of the model to “account for its own uncertainty.” That is, each prediction obtained from a Gaussian process model also has an associated variance, or uncertainty. This prediction variance primarily depends on the closeness of the prediction location to the training data, but it is also related to the functional form of the response. For example, see Fig. 4, which depicts a one-dimensional Gaussian process model. Note how the uncertainty bounds are related to both the closeness to the training points, as well as the shape of the curve.

The basic idea of the GP model is that the output quantities are modeled as a group of multivariate normal random variables. A parametric covariance function is then constructed as a function of the inputs. The covariance function is based on the idea that when the inputs are close together, the correlation between the outputs will be high. As a result, the uncertainty associated with the model prediction is small for input values that are close to the training points, and large for input values that are not close to the training points. In addition, the GP model may incorporate a systematic trend function, such as a linear or quadratic regression of the inputs (in the notation of Gaussian process models, this is called the mean function, while in Kriging it is often called a trend function). The effect of the mean function on predictions that interpolate the training data is small, but when the model is used for extrapolation, the predictions will follow the mean function very closely.

![Figure 4. Gaussian Process Model With Uncertainty Bounds](image-url)
Within the GP modeling technique, it is also possible to adaptively select the design of experiments to achieve very high accuracy. The method begins with an initial GP model built from a very small number of samples, and then one intelligently chooses where to generate subsequent samples to ensure the model is accurate in the vicinity of the region of interest. Since the GP model provides the expected value and variance of the output quantity, the next sample may be chosen in the region of highest variance, if the objective is to minimize the prediction variance. The method has been shown to be both accurate and computationally efficient for arbitrarily shaped functions (Bichon et al., 2007).

### 3.4 Sensitivity Analysis Methods

Sensitivity analysis serves several important functions: (1) identification of dominant variables or sub-models, thus helping to focus data collection resources efficiently; (2) identification of insignificant variables or sub-models of limited significance, helping to reduce the size of the problem and computational effort; and (3) quantification of the contribution of solution approximation error. Both local and global sensitivity analysis techniques are available to investigate the quantitative effect of different sources of variation (physical parameters, models, and measured data) on the variation of the model output. The primary benefit of sensitivity analysis to uncertainty analysis is to enable the identification of which physical parameters have the greatest influence on the output (Campolongo et al., 2000; Saltelli et al., 2000). An analysis of the impact of the parametric uncertainty is conducted to weed out those that have an insignificant effect upon the system output. For example, Chen (2006) performed sensitivity analysis to identify the important parameters affecting the service life of the concrete structures.

Three sensitivity analysis methods are factor screening, local-, and global-sensitivity analysis approaches. Factor screening determines which parameters have the greatest impact on the system output variability, by evaluating the output at the extreme values within the ranges of the parameters. Local sensitivity analysis utilizes first-order derivatives of system output quantities with respect to the parameters. It is usually performed for a nominal set of parameter values. Global sensitivity analysis typically uses statistical sampling methods, such as Latin Hypercube Sampling, to determine the total uncertainty in the system output and to apportion that uncertainty among the various parameters. Classical and Bayesian statistical analysis techniques, including the analysis of variance and differential sensitivity analysis, can be pursued to assess the global influence of an input parameter on an output variable by sampling from each input parameter’s probability density function or from intervals of possible values.

### 3.5 Multi-Physics Models

In the past decade, different approaches have been proposed to quantify the uncertainty for individual physical models or simulation codes (e.g. see, Glimm and Sharp, 1999; Hanson, 1999; Devolder et al., 2002; Bae et al., 2003; Hanson and Hemez, 2003; Oberkampf et al., 2003; Millman et al., 2006; Witteveen and Bijl, 2006). For example, Hanson (1999) proposed a Bayesian probabilistic method for quantifying uncertainties in simulation predictions. Bae et al. (2003) used evidence theory to handle epistemic uncertainty about a structural system. Mathelin et al. (2004) and Witteveen and Bijl (2006) applied a polynomial chaos-based stochastic method for uncertainty propagation in numerical simulations. However, these existing approaches have not accounted for the uncertainty quantification in multiple modules of the system model, where the challenge is to combine data (available from different sources, in different formats) and model predictions regarding different physical phenomena (e.g., diffusion, chemical reaction, and mechanical damage), thus using all available information to quantify the overall prediction uncertainty. Urbina and Mahadevan (2009) have recently proposed a Bayes network approach to uncertainty quantification in multi-physics models.
3.6 Model Error Quantification

Model errors may relate to governing equations, boundary and initial condition assumptions, loading description, and approximations or errors in solution algorithms (e.g., truncation of higher order terms, finite element discretization, curve-fitting models for material damage such as S-N curve). Overall model error may be quantified by comparing model prediction and experimental observation, properly accounting for uncertainties in both. This overall error measure combines both model form and solution approximation errors, and so it needs to be considered in two parts. Numerical errors in the model prediction can be quantified first, using sensitivity analysis, uncertainty propagation analysis, discretization error quantification, and truncation (residual) error quantification. The measurement error in the input variables can be propagated to the prediction of the output. The error in the prediction of the output due to the measurement error in the input variables is approximated by using a first-order sensitivity analysis (Rebba et al., 2006). Then the model form error can be quantified based on all the above errors, following the approach illustrated for a heat transfer problem by Rebba et al. (2006).

3.6.1 Solution Approximation Error

Several components of prediction error, such as discretization error (denoted by $\epsilon_d$) and uncertainty propagation analysis error (denoted by $\epsilon_s$) can be considered. Several methods to quantify the discretization error in finite element analysis are available in the literature. However, most of these methods do not quantify the actual error; instead, they only quantify some indicator measures to facilitate adaptive mesh refinement. The Richardson extrapolation (RE) method comes closest to quantifying the actual discretization error (Richards, 1997). (In some applications, the model is run with different levels of resolution, until an acceptable level of accuracy is achieved; formal error quantification may not be required.)

Errors in uncertainty propagation analysis ($\epsilon_s$) are method-dependent, i.e. sampling error occurs in Monte Carlo methods, and truncation error occurs in response surface methods (either conventional or polynomial chaos-based). For example, sampling error could be assumed to be a Gaussian random variable with zero mean and variance given by $\sigma^2/N$ where $N$, is the number of Monte Carlo runs, and $\sigma^2$ is the original variance of the model output (Rubinstein, 1981). The truncation error is simply the residual error in the response surface.

Rebba et al. (2006) used the above concept to construct a surrogate model for finite element discretization error in structural analysis, using the stochastic response surface method. Gaussian process models may also be employed for this purpose. Both options are helpful in quantifying the solution approximation error.

3.6.2 Model Form Error

The overall prediction error is a combination of errors resulting from numerical solution approximations and model form selection. A simple way is to express the total observed error (difference between prediction and observation) as the sum of the following error sources:

$$\epsilon_{\text{obs}} = \epsilon_{\text{num}} + \epsilon_{\text{model}} - \epsilon_{\text{exp}}$$ (10)

where:

$\epsilon_{\text{num}}$, $\epsilon_{\text{model}}$, and $\epsilon_{\text{exp}}$ represent numerical solution error, model form error, and output measurement error, respectively.

However solution approximation error results from multiple sources and is probably a nonlinear combination of various errors such as discretization error, round-off and truncation errors, and stochastic analysis errors. One option is to construct a regression model consisting of the individual error components (Rebba et al., 2006).
The residual of such a regression analysis will include the model form error (after subtracting the experimental error effects). By denoting \( e_{\text{obs}} \) as the difference between the data and prediction, i.e., \( e_{\text{obs}} = y_{\text{exp}} - y_{\text{pred}} \), we can construct the following relation by considering a few sources of numerical solution error (Rebba et al., 2006):

\[
e_{\text{obs}} = f(e_h, e_d, e_s) + e_{\text{model}} - e_{\text{exp}} \quad (11)
\]

where:

\( e_h, e_d, \) and \( e_s \) represent output error due to input parameter measurement error, finite element discretization error, and uncertainty propagation analysis error, respectively, all of which contribute to numerical solution error.

Rebba et al. (2006) illustrated the estimation of model form error using the above concept for a one-dimensional heat conduction problem, assuming a linear form of Eq. (11). However, the function \( f(e_h, e_d, e_s) \) is nonlinear, and may be approximated through a response surface with respect to the three error variables, using a polynomial chaos expansion. The quantity \( e_{\text{model}} - e_{\text{exp}} \) is simply the residual error of such a response surface. Thus the distribution of model error \( e_{\text{model}} \) is quantified by knowing the distributions of residual error and measurement error.

Note that the above approach to quantifying model form error is only within the context of model validation—where actual data is available from targeted validation experiments—and compared with corresponding model predictions. In the context of PA, however, the concern is with extrapolation in time and space, and no direct comparison is possible between prediction and observation (at the time when the PA is done). Quantifying the model errors during extrapolation is difficult, and a Bayesian methodology might need to be pursued within restrictive assumptions (e.g., no change in physics). The Bayesian approach is discussed in Section 4.

### 4.0 MODEL CALIBRATION, VALIDATION AND EXTRAPOLATION

After quantifying and propagating the physical variability, data uncertainty, and model error for individual components of the overall system model, the probability of meeting performance requirements (and our confidence in the model prediction) needs to be assessed based on extrapolating the model to field conditions (which are uncertain as well), where sometimes very limited or no experimental data is available. Rigorous verification, validation, and calibration methods are needed to establish credibility in the modeling and simulation. Both classical and Bayesian statistical methodologies have been successfully developed during recent years for single physics problems, and have the potential to be extended to multi-physics models of cementitious barrier systems. The methods should have the capability to consider multiple output quantities or a single model output at different spatial and temporal points.

This section discusses methods for (1) calibration of model parameters, based on observation data; (2) validation assessment of the model, based on observation data; and (3) estimation of confidence in the extrapolation of model prediction from laboratory conditions to field conditions.

#### 4.1 Model Calibration

Two types of statistical techniques may be pursued for model calibration uncertainty, the least squares approach, and the Bayesian approach. The least squares approach estimates the values of the calibration parameters that minimize the discrepancy between model prediction and experimental observation. This approach can also be used to calibrate surrogate models or low-fidelity models, based on high-fidelity runs, by treating the high-fidelity results similar to experimental data.
The second approach is Bayesian calibration (Kennedy and O’Hagan, 2001). This approach is flexible and allows different forms for the calibration factor, and it has been illustrated for a heat transfer example problem (McFarland and Mahadevan, 2007, McFarland, 2008).

In the literature, several researchers have calibrated their models using experimental results, especially if the phenomenon being modeled is complicated and the model is based on simplifying assumptions. For example, Tixier and Mobasher (2003) calibrated two parameters (reaction rate constant and fraction of porosity available for solid product deposition), and Krajcinovic et al. (1992) calibrated one parameter (reaction rate constant), while modeling the degradation of concrete structures under sulfate attack.

### 4.2 Model Validation

Model validation involves comparing prediction with observation data (either historical or experimental) when both have uncertainty. Since there is uncertainty in both model prediction and experimental observation, it is necessary to pursue rigorous statistical techniques to perform model validation assessment rather than simple graphical comparisons, provided data is even available for such comparisons. Statistical hypothesis testing is one approach to quantitative model validation under uncertainty, and both classic and Bayesian statistics have been explored. Classical hypothesis testing is a well-developed statistical method for accepting or rejecting a model based on an error statistic (see e.g., Trucano et al., 2001; Hills and Trucano, 2002; Paez and Urbina, 2002; Hills and Leslie, 2003; Rutherford and Dowding, 2003; Dowding et al., 2004; Chen et al., 2004; Oberkampf and Barone, 2006). Validation metrics have been investigated in recent years based on Bayesian hypothesis testing (Zhang and Mahadevan, 2003; Mahadevan and Rebba, 2005; Rebba and Mahadevan, 2006), reliability-based methods (Rebba and Mahadevan, 2008), and risk-based decision analysis (Jiang and Mahadevan, 2007 & 2008).

In Bayesian hypothesis testing, prior probabilities were assigned for the null and alternative hypotheses; \( P(H_0) \) and \( P(H_a) \) respectively, such that \( P(H_0) + P(H_a) = 1 \). Here \( H_0 \): model error < allowable limit, and \( H_a \): model error > allowable limit. When data \( D \) is obtained, the probabilities are updated as \( P(H_0 | D) \) and \( P(H_a | D) \) using the Bayes theorem. Then a Bayes factor (Jeffreys, 1961) \( B \) is defined as the ratio of likelihoods of observing \( D \) under \( H_0 \) and \( H_a \); i.e., the first term in the square brackets on the right hand side of

\[
\frac{P(H_0 | D)}{P(H_a | D)} = \left[ \frac{P(D | H_0)}{P(D | H_a)} \right] \frac{P(H_0)}{P(H_a)} \quad (12a)
\]

If \( B > 1 \), the data gives more support to \( H_0 \) than \( H_a \). Also the confidence in \( H_0 \), based on the data, comes from the posterior null probability \( P(H_0 | D) \), which can be rearranged from Eq. (12a) as

\[
\frac{P(H_0)}{P(H_0)B + 1 - P(H_0)} \quad (12b)
\]

Typically, in the absence of prior knowledge, equal probabilities may be assigned to each hypothesis and thus \( P(H_0) = P(H_a) = 0.5 \). The posterior null probability can then be further simplified to \( B/(B+1) \). Thus a \( B \) value of 1.0 represents 50% confidence in the null hypothesis being true.

The Bayesian hypothesis testing is also able to account for uncertainty in the distribution parameters, as mentioned in Section 2.2. For such problems, the validation metric (Bayes factor) itself becomes a random variable. In that case, the probability of the Bayes factor exceeding a specified value can be used as the decision criterion for model acceptance/rejection.

Notice that model validation only refers to the situation when controlled, target experiments are performed to evaluate model prediction, and both the model runs and experiments are done under the same set of input and boundary conditions. The validation is done only by comparing the outputs of the model and the experiment. Once the model is calibrated,
verified and validated, it may be investigated for confidence in extrapolating to field conditions different from laboratory conditions. This is discussed in the next section.

4.3 Confidence Assessment in Extrapolation

The Bayesian approach can also be used for assessing the confidence in extrapolating model prediction from laboratory conditions to field conditions, from lower resolution to higher resolution analysis, and from the lower level to the higher level in system analysis, through the construction of the Bayes network (Jensen and Jensen, 2001). Bayes networks are directed acyclic graphical representations with nodes to represent the random variables and arcs to show the conditional dependencies among the nodes. Data in any one node can be used to update the statistics of all other nodes. This property makes the Bayes network a powerful tool to extrapolate model confidence from laboratory conditions to field conditions (Mahadevan and Rebba, 2005). After computing the posterior distribution of the output under field conditions, through the Bayes network, the confidence in the prediction can be calculated similar to Section 4.2, using the Bayes factor.

Markov Chain Monte Carlo (MCMC) simulation is used for numerical implementation of the Bayesian updating analysis. Several efficient sampling techniques are available for MCMC, such as Gibbs sampling, the Metropolis algorithm, and the Metropolis-Hastings algorithm (Gilks et al., 1996).

Figure 5 shows an illustrative Bayes network for confidence extrapolation. An ellipse represents a random variable and a rectangle represents observed data. A solid line arrow represents a conditional probability link, and a dashed line arrow represents the link of a variable to its observed data if available. The probability densities of the variables \( \Omega \), \( z \), and \( y \) are updated using the validated data \( Y \). The updated statistics of \( \Omega \), \( z \), and \( y \) are then used to estimate the updated statistics of the decision variable \( d \) (i.e., assessment metric). In addition, both model prediction and predictive experiments are related to input variables \( X \) via physical parameters \( \Phi \). Note that there is no observed data available for \( d \); yet the confidence in the prediction of \( d \), can be calculated by making use of observed data in several other nodes and propagation of posterior statistics through the Bayes network.

The Bayes network thus links the various simulation codes and corresponding experimental observations to facilitate two objectives: (1) uncertainty quantification and propagation and (2) extrapolation of confidence assessment from validation domain to application domain.
5.0 PROBABILISTIC PERFORMANCE ASSESSMENT

Several methods are available in the reliability methods literature to efficiently perform probabilistic performance assessment, as fast alternatives to expensive Monte Carlo simulation. Performance assessment can be conducted with respect to single or multiple requirements. Efficient reliability analysis techniques that are based on first-order or second-order approximations or adaptive importance sampling can be used for this purpose. When multiple requirements are defined, computation of the overall probability of satisfying multiple performance criteria requires integration over a multidimensional space defined by unions and intersections of individual events (of satisfaction or violation of individual criteria).

An important observation here is that the same methods that are described here for reliability analysis can also be used to compute the cumulative distribution function (CDF) of the output, which may be of more general interest with respect to uncertainty quantification of model output. The term reliability analysis here refers only to computing the probability of exceeding or not meeting a single threshold value, which is a special case of constructing the entire CDF.

This section will discuss methods for probabilistic performance assessment with respect to individual criteria (5.1) and multiple criteria (5.2).

5.1 Individual Criteria

Probabilistic performance assessment can be based on the concept of a limit state that defines the boundary between success and failure for a system (Haldar and Mahadevan, 2000). The limit state function, \( g \), is derived from a system performance criterion and formulated such that \( g < 0 \) indicates failure. If the input parameters in the system analysis are uncertain, so will be the predicted value of \( g \). The probability of system failure, i.e. \( P(g < 0) \) may be obtained from the volume integral under the joint probability density function of the input random variables over the failure domain as

\[
P_f = \int_{g \leq 0} \cdots \int f_X(x_1, x_2, \ldots, x_n) \, dx_1 dx_2 \cdots dx_n \quad (13)
\]

where:

- \( P_f \) is the probability of failure,
- \( f_X \) is the joint probability density of a random variable vector \( X \) with \( n \) elements;
- vector \( x \) represents a single realization of \( X \). Note that the integral is taken over the failure domain, or where \( g \leq 0 \), so \( P_f = P(g \leq 0) \).

The basic Monte Carlo simulation method evaluates the above integral by drawing random samples from the distributions of the variables \( X \), and by evaluating whether \( g \leq 0 \) in each run. Then the failure probability is simply the number of samples with \( g \leq 0 \) divided by the total number of samples. While this technique is very simple to implement, it is also very expensive for problems with low failure probability.

The First Order Reliability Method (FORM) approximately estimates the failure probability as \( P_f = \Phi(-\beta) \) where \( \beta \) is the minimum distance from the origin to the limit state in the space of uncorrelated standard normal variables\(^5\), as shown in Figure 6 (Hasofer and Lind, 1974). The minimum distance point on the limit state is referred to as the most probable point (MPP), and \( \beta \) is referred to as the reliability index. Finding the MPP is an optimization problem:

\[
\text{Minimize } \beta = \|\eta\| \text{, subject to } g_\eta(\eta) = 0 \quad (14)
\]

\(^5\) In general, a set of random variables \( x \) may be non-normal and correlated, but these may be transformed to an uncorrelated standard normal space (i.e. the space of random normal variables with 0 mean and unit standard deviation) via a transformation \( T \), i.e. \( \eta = T(x) \).
where:

\[ \eta \] is the vector of random variables in the space of uncorrelated standard normal variables, and \( ||\eta|| \) denotes the norm of that vector.

Several optimization techniques, such as Newton search (Rackwitz and Fiessler, 1978), and sequential quadratic programming (Schittkowski, 1983) can be used to find the MPP. Second-order reliability methods (SORM) are also available for higher accuracy; these take into account the curvature of the limit state in the failure probability calculation (e.g., Breitung, 1984; Tvedt, 1990). Compared to basic Monte Carlo simulation, FORM and SORM require many fewer iterations to converge to the MPP, and thus drastically reduce the computational expense.

### 5.2 Multiple Criteria

When a PA is conducted with respect to multiple requirements, the overall system-level probability of meeting the requirements is calculated through unions or intersections of individual failure probabilities.

In the case of unions (i.e., system fails if any one of the individual criteria is not met), the failure probability is

\[
P_{F,\text{Series}} = P\left( \bigcup_{k} g_{k}(x) \leq 0 \right)
\]  

(15)

This system failure probability may be computed using either Monte Carlo simulation, or by extending the results of the first-order approximation in Section 5.1. Let \( \mathbf{B} \) be the vector of reliability indices for each of the limit states, and the elements of the matrix \( \mathbf{R} \) be the dot products of the corresponding \( \mathbf{\alpha} \) vectors (unit gradient vector of the limit state at the MPP in standard normal space) obtained from the FORM analysis for each limit state. Then the system failure probability in the above equation can be approximated as \( 1 - \Phi(\mathbf{B}, \mathbf{R}) \), where \( \Phi(\mathbf{B}, \mathbf{R}) \) is the standard normal multivariate CDF with correlation matrix \( \mathbf{R} \). Closed-form representations of \( \Phi(\mathbf{B}, \mathbf{R}) \) exist for the
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**Figure 6. First-order Reliability Method**
bivariate case (Dunnett and Sobel, 1954). If more than two limit states are considered, then one may elect to use bounding formulæ (Ditlevsen, 1979), importance sampling methods (e.g., Mahadevan and Dey, 1998; Ambartzumian et al., 1998), multiple linearizations (Hohenbichler and Rackwitz, 1987), or a moment-based approximation (Pandey, 1998). For nonlinear limit states, the joint failure domain may be identified through an iterative linearization procedure (Mahadevan and Shi, 2001).

Similar concepts can be applied when the system failure is defined through intersections of individual failures (i.e., system fails only if all the individual criteria are not met). In that case, the failure probability is

\[ P_{F, \text{Parallel}} = P \left\{ \bigcap_{k} g_k(x) \leq 0 \right\} \]  

(16)

Again, the failure probability of the parallel system can be calculated either by Monte Carlo simulation, or from the results of the FORM analysis of its components as \( \Phi (-B, R) \). In case FORM-based estimation is too approximate, Monte Carlo simulation can be used for higher accuracy, but with a large number of simulations. Efficient sampling techniques such as importance sampling (Mahadevan and Dey, 1998) may be used to reduce the computational expense.

In some cases, overall system failure definition may not be a simple union or intersection of individual failures, but may need to be represented as combinations of unions and intersections. In most cases, the system will not necessarily be in one of the two states (failed or safe), but in one of several levels of performance or degradation. Accounting for evolution of system states through time considerably increases the computational effort. The effort increases further when iterative multi-physics analysis is necessary, as in the case of several simultaneously active degradation processes. One option is to use first-order, second moment approximations to \( B \) and \( R \) (Mahadevan and Smith, 2006), to reduce the computational expense, but at the cost of accuracy. A trade-off between accuracy and computational expense may be necessary.

An important observation to note is that the probability calculations described in Sections 5.1 and 5.2 are only with respect to physical variability, represented by the random variables \( X \). The presence of data uncertainty and model errors makes the probability estimates themselves uncertain. Thus one can construct confidence bounds on the CDF of the output, based on a nested two-loop analysis. In the outer loop, realizations of the variables representing information uncertainty (such as distribution parameters of the probability distributions) and model errors are generated, and for each such realization, the output CDF is constructed in the inner loop. The collection of the resulting multiple CDFs is then used to construct the confidence bounds on the CDF. This nested implementation can become computationally demanding; in that case, a single loop implementation that simultaneously performs both outer loop and inner loop analyses may be pursued (McDonald et al., 2009).

6.0 CONCLUSION

Uncertainty quantification in performance assessment involves consideration of three sources of uncertainty – inherent variability, information uncertainty, and model errors. This report described available methods to quantify the uncertainty in model-based prediction due to each of these sources, and addressed them in four stages – input characterization based on data; propagation of uncertainties and errors through the system model; model calibration, validation and extrapolation; and performance assessment. Flexible distribution families were discussed to handle sparse data and interval data. Autoregressive models were discussed to handle time dependence. Methods to quantify model errors resulting from both model form selection and solution approximation were discussed. Bayesian methods were discussed for model calibration, validation and extrapolation. An important issue is computational expense, when iterative analysis
between multiple codes is necessary. Uncertainty quantification multiplies the computational effort of deterministic analysis by an order of magnitude. Therefore the use of surrogate models, and first-order approximations of overall output uncertainty, were described to reduce the computational expense.

Many of the methods described in the report have been applied to mechanical systems that are small in size, or time-independent, and the uncertainties considered were not very large. None of these simplifications is available in the case of long-term performance assessment of engineered barriers for radioactive waste containment, and real-world data to validate long-term model predictions is not available. Thus the extrapolations are based on laboratory data or limited term observations, and come with large uncertainty. Therefore the benefit of uncertainty quantification is not so much in predicting failure probability or similar measures, but in facilitating engineering decision making, such as comparing different design and analysis options, and allocating resources for uncertainty reduction through further data collection and/or model refinement.
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